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Előszó

A Magyar Számítógépes Grafika és Geometria Konferencia sorozat immár az ötödik 
rendezvényéhez érkezett, köszönhetően a Neumaim János Számítógép-tudományi Társaság 
(NJSZT) támogatásának, a Számítógépes Grafika és Geometria Szakosztály (NJSZT- 
GRAFGEO) lelkesedésének, a SZTAKI és a BME Irányítástechnika és Informatika Tanszéke 
segítségének, és nem utolsósorban a számítógépes grafika és geometria magyar és magyar 
kötődésű művelőinek. Az elmúlt konferenciák bevált szervezési módszereit alkalmaztuk most 
is, reménykedve abban, hogy ez az ötödik, már akár jubileuminak is tekinthető alkalom a 
korábbi konferenciákhoz hasonlóan sikeres lesz.

Ebben az évben 32 cikket válogattunk be a végleges programba, amely minden korábbinál 
nagyobb szám. A számítógépes grafika és geometria tehát fejlődik hazánkban, amihez egy 
kicsit talán ez a konferenciasorozat is hozzájárul. A cikkek áttekintést adnak a hazai 
kutatócsoportok érdeklődési területeiről, eredményeiről, sőt még részben azok külföldi 
kapcsolatairól is. A hagyományos témák, mint a geometriai modellezés, valósidejű 
képszintézis, 3D objektumrekonstrukció mellett egyre erősebbé válik a GPU-k szimulációs és 
képfeldolgozási alkalmazása is.

A kiadványt Umenhoffer Tamás készítette elő nyomtatásra, a címlapképet Balambér Dávid 
alkotta meg. Önzetlen munkájukért és a felsorolt szervezetek támogatásáért a konferencia 
szervezői ezúton fejezik ki a köszönetüket.

Budapest, 2010. január 15.

Szirmay-Kalos László és Renner Gábor
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Cover Story: How did we prepare the cover images?

Dávid Balambér (BME IIT)

Abstract
This paper explains the story of the creation of the cover images that show caustic patterns generated by simple 
metallic diffusors and glass lens, demonstrating that very simple mathematical models can lead to complex and 
beautiful images. The rendering program was developed as a homework assignment o f the Computer Graphics 
and Image Processing course at BME.

1. The scene

The caustics on the front and back covers of this proceed­
ings are generated by a simple ray tracing simulator program 
written in C++. The rendered scene consists of an isotropic 
point light source, a plane as the illuminated surface, and 
two quadratic surfaces realizing a lamp: a golden ellipti­
cal paraboloid as lamp-,shell, and a glass ellipsoid as lens. 
The light source is inside the paraboloid, and the ellipsoid 
seals the lamp-shell paraboloid, so that most of the light goes 
through the ellipsoid (See Figure 1 for side-view).

plane

2. Rendering

The simulator is the implementation of a Monte Carlo pho­
ton tracing global illumination algorithm. It launches a num­
ber of white colored rays from the light source point in uni­
formly distributed directions, simulating the isotropic light 
source, Rays are intersected with the scene objects, and the 
target object is determined by the nearest intersection on the 
ray path. Rays hitting the golden paraboloid shell are re­
flected, altering the ray’s red, green and blue color values ac­

cording to the Fresnel function computed from the refractive 
indices and extinction coefficients of gold. As for rays that 
hit the ellipsoid lens, rays are both reflected and refracted (if 
refraction is possible, i.e. there is no total internal reflection) 
according to the refraction index and extinction coefficient 
of glass (chosen the same for all colors, i.e. dispersion is not 
taken into aceount for simplicity). The whole procedure is 
repeated recursively until the rays hit the plane, adding their 
red, green and blue color values to the pixel that represents 
the corresponding square surface elements on the plane. The 
last step is tone mapping that scales the accumulated color 
values to displayable values.

Figure 2: Two dimensional light density maps, demonstrat­
ing how caustics change when modifying the light source’s 
position.

The final images were obtained by experimenting with 
different paraboloid and lens parameters, and also with dif­
ferent light source positions (Figure 2). For each of the im­
ages, we used 10'° Monte Carlo sample rays traced from the 
source.
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Advanced Techniques to Create CAD Models 
from Measured Data

Tamás Várady ‘

' Geomagic, Inc., varady@geomagic.com

Abstract
Digital shape reconstruction is the process o f creating digital models from physical parts represented by 3D point 
clouds. The ideal process is expected to provide a boundary representation that is likely to he identical or similar to 
the original design intent of the object, and requires minimal user assistance. In this talk alternative state-of-the- 
art approaches are discussed, where emphasis is put on automatic methods (i) to create complete and consistent 
topological structures over polygonal meshes; and (ii) extract accurate and properly aligned surface features that 
yield complete, trimmed CAD models with fillets and corner patches. Problems and recommended solutions will 
he presented through case .studies using industrial parts.
Geomagic is a leading technology provider o f 3D software for creating digital models. The talk will also briefly 
introduce the company's main products Geomagic Studio for digital shape reconstruction and Geomagic Qualify 
for inspecting industrial parts.
Keywords: Digital shape sampling and processing, reverse engineering, segmentation, functional decomposition, 
redesign over meshes.

Figure 1: Polygonal mesh

mailto:varady@geomagic.com
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Figure 3: Final CAD model

Figure 4: Deviation map
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Interactive Out-of-Core Ray Casting of Massive Triangular 
Models with Voxel-Based LODs

Attila T. Áfra'

' Department of Computer Science, Babe -̂Bolyai University. Cluj-Napoca. Romania

Abstract

We propose a new technique to efficiently visualize massive triangular models with ray casting. We employ a 
voxel-based level-of-detail (LOD) framework to minimize rendering time and required system memoiy. In a pre­
processing phase, our approach constructs a compressed out-of-core data structure that contains the original 
primitives of the model and the LOD voxels, organized into an efficient kd-tree. During rendering, data is loaded 
asynchronously to completely hide the I/O latency. Only a fraction o f the entire data structure is necessary to 
render the model from a specific viewpoint. With our approach, we are able to explore, in real-time, data sets 
consisting of even hundreds of millions o f triangles on a commodity notebook PC with a dual-core CPU.

Categories and Subject Descriptors (according to ACM CCS): 1.3.7 [Three-Dimensional Graphics and Realisnij: 
Raytracing 1.3.6 [Methodology and Techniques]: Graphics data structures and data types

1. Introduction

The real-time visualization and inspection of highly complex 
3D models is required in many scientific, engineering, and 
entertainment domains. Examples of such domains include, 
among others, computer-aided design (CAD), 3D scanning, 
numerical simulation, virtual reality, and video games. Many 
massive models consist of hundreds of millions of primi­
tives (e.g., triangles), occupying tens of gigabytes of space. 
Even though processor performance and memory capacity 
are rapidly increasing, the exploration of such immense data 
sets can still be problematic on a single commodity PC.

Real-time ray tracing/casting has become a very active 
research area in the past few years, mostly thanks to the 
emergence of affordable, high performance parallel proces­
sor architectures like multi-core CPUs and programmable 
GPUs. This rendering technique can be easily parallelized 
and enables the precise simulation of many optical phenom­
ena such as shadows, reflections, and refraction. It is a signif­
icantly more versatile approach than rasterization, the most 
popular real-time rendering algorithm.

This paper presents a new real-time massive model ren­
dering method based on ray casting. Several testing exam­
ples demonstrate that our approach works effectively for dif­

ferent types of complex models, achieving interactive speeds 
on a mainstream dual-core notebook PC.

2. Previous work

Although several massive model visualization approaches 
exist, many of them perform adequately only for specific 
types of models. In the following, we highlight the methods 
most closely related to our work. For a more comprehensive 
overview of this topic, we refer the reader to the synthesis 
lecture by Yoon et n/'".

QSplaU^ is a point splatting technique which uses a 
bounded sphere hierarchy for level-of-detail (LOD) render­
ing with visibility culling. This approach works only for 
topologically simple models (e.g., la.ser-scanned statues). 
Wald et aV> presented a ray tracing method to visualize the 
Boeing 111 model in real-time. The I/O is asynchronous to 
avoid data access latencies, the not-yet-loaded geometry be­
ing represented with a small number of volumetric proxies. 
This is not a full LOD solution, thus, the ray traversal depth 
and the working set size are not reduced. The Quick-VDR 
algorithm'- uses a clustered hierarchy of progressive meshes 
(CFIPM) for out-of-core rendering and occlusion culling. 
Without geomorphing, popping artifacts may occur while
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Figure 1: Massive models rendered with the proposed technique: Power Plant (I2M triangles), Lucy (28M triangles), and 
Mandelhulb (354M triangles).

switching between different LODs. Far Voxels  ̂ employs a 
LOD framework based on cubical view-dependent voxels, 
uses asynchronous I/O, and is optimized for GPUs. Since 
it renders voxels by splatting, the artifacts due to insuffi­
cient available data are more distracting if the model is less 
smooth. The ray tracing based algorithm proposed by Yoon 
et al." u.ses drastic simplifications, called R-LODs, to im­
prove rendering performance and minimize the amount of 
required memory. The R-LODs are tightly integrated with a 
kd-tree used as an acceleration structure, and they consist of 
simple planes bounded by tree nodes, which have limited ap­
proximation capability. The latency caused by the data load­
ing is not hidden, since the approach uses memory mapping 
to access the out-of-core data structure.

3. Method overview

Our approach is based on ray casting, a subset of ray trac­
ing. While we cast only primary rays, the proposed method 
could be extended to recursive ray tracing. We have imple­
mented the tenderer entirely on the CPU, but the method can 
be efficiently adapted also to modem GPUs. By exploiting 
the power of multi-core processor architectures, interactive 
rendering speeds can be attained.

The main goal is to seamlessly explore massive models, 
consisting of possibly hundreds of millions of triangles, on a 
single commodity PC. In order to achieve this, we first con- 
stmct an optimized compressed out-of-core data stmcture, 
which contains the original triangles and several LOD levels 
consisting of voxels. These levels correspond to simplified 
versions of the data set at different resolutions. We approx­
imate the model with voxels, because they are suitable for 
geometry with very complex topology, comprising of many 
detailed, loosely connected, interweaving parts (e.g., pipes 
and wires).

All primitives are organized into a kd-tree, a simple, ef­
ficient, and widely employed acceleration structure for ray 
tracing-*. This is essentialy a binary space partitioning (BSP) 
tree in which every non-leaf node divides the .space into two

subspaces with an axis-aligned plane, and the leaf nodes 
contain references to primitives. This data stmcture can be 
used to find the closest intersection of a ray with the primi­
tives in 0(log/i) time.

The voxels are bounded by tree nodes, thus, the LOD data 
is tightly integrated with the kd-tree. Note that this way the 
voxels do not have to be cubic in shape. The entire structure 
is decomposed into treelets- which are grouped into equally 
sized blocks. A lossless data compression algorithm is ap­
plied to store the blocks in a compact form.

(a) Partially loaded model (b) Fully loaded model

Figure 2: The model data is loaded asynchronously in the 
background. Although this may cause temporary blocking 
artifacts, the exploration remains fluid. This figure shows 
this effect in case o f the Power Plant model.

Thanks to the hierarchical LOD mechanism, it is possible 
to render huge data sets that cannot be completely loaded 
into the system memory. During rendering, we load the nec­
essary details asynchronously (see Figure 2), thus, there is 
no stuttering due to insufficient available data. Also, the ex­
ploration starts immediately, without any loading time. We 
employ a custom, purely software-based memory manager, 
which is responsible for the loading of the blocks required by 
the renderer. We have designed the out-of-core data structure 
with a software solution in mind, and as a consequence, the 
software address translation overhead is greatly reduced. On 
the other hand, the application of a custom memory man­
agement mechanism enables us to perform superior block 
caching and on-the-fly decompression.
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The proposed rendering method is an extension of the ef­
ficient ray traversal algorithm introduced by Wald**, there­
fore many known optimizations (like ray packets') can be 
adapted to our approach. It is important to note that by using 
LODs, significantly higher frame rates can be achieved with 
minimal loss of image quality, because ray traversals are less 
deep, intersections with voxels are implicit, and memory ac­
cesses are more coherent. Furthermore, the LOD framework 
can also reduce the amount of alia.sing artifacts, especially in 
case of highly tesselated models.

4. Con.struction

In a preprocessing stage, we construct the optimized out-of- 
core data structure for the mesh that we would like to vi­
sualize interactively. We assume that the original model is 
stored as a triangle soup (i.e., a simple list of triangles with­
out shared vertex data).

4.1. Kd-trcc

The main part of the construction process is the building of 
the kd-tree, which consists of the recursive spatial partition­
ing of the scene using axis-aligned planes. The inner nodes 
of a kd-tree contain an axis-aligned splitting plane, and the 
leaf nodes refer to a set of triangles. Since the size of the data 
set may exceed the amount of available system memory, we 
employ out-of-core algorithms where necessary. We first de­
termine the axis-aligned bounding box of the model, then we 
proceed with the building of the kd-tree nodes, in depth-first 
order.

(a) With empty space cutting (b) Without empty space cutting

Figure 3: The highest resolution voxel-based LOD level 
of the Stanford Bunny model constructed with and without 
empty space cutting. The image on the right clearly shows 
that using solely the surface area heuristic does not result in 
satisfactory approximation quality.

If all primitives belonging to a node can fit into the mem­
ory, we determine the splitting plane using the well-known 
surface area heuristic (SAH), which produces high quality 
results"*. Otherwise, we split the node in the middle, in an 
out-of-core fashion. This operation takes as input a triangle 
list stored in a file stream, and produces two new streams

corresponding to the children of the respective node. The 
sifting of the triangles into two sublists can be achieved in 
only a single sweep over the input file stream. This is an im­
portant property of the method, because disk IfO operations 
are very time-consuming. Although splitting in the middle 
is almost always inferior to the surface area heuristic, only 
a relatively small amount of nodes close to the root are re­
quired to be built this way. Thus, the rendering performance 
is not affected in a significant way.

A kd-tree node may contain a LOD voxel, which fills en­
tirely the cell determined by the node in question. If we use 
only the surface area heuristic (or middle splitting), the re­
sulting voxels will not provide an accurate enough approx­
imation of the original geometry (see Figure .)). In order 
to solve this problem, we additionally employ an aggres­
sive empty space cutting strategy. Before selecting a split­
ting plane using one of the mentioned methods or making 
the node a leaf, we check whether we can create an empty 
child node that has a volume respective to the original cell 
larger then a specificed threshold (we used values between 
10-20%). This approach not only improves LOD quality, but 
also increases ray tracing performance"*.

4.2. Voxels

A voxel roughly approximates the original primitives stored 
in the subtree of a kd-tree node and holds material attributes 
used for shading during the rendering process. The extent of 
a voxel stored in a node is implicitly defined by the node it­
self. In our implementation, we use two types of material at­
tributes: normal and color. If the geometry is simple enough, 
a single set of attributes, called a voxel sample, is sufficient. 
Otherwise, we store separate samples for the six sides of the 
voxel.

Creating and storing voxels in every kd-tree node is very 
expensive, therefore, we compute voxels only for a subset of 
the nodes. Since a kd-tree node partitions space only in one 
dimension, it is adequate to select every third node on the 
path from the root to a leaf.

If we have to build a node out-of-core, we combine the 
computation of the voxel samples with the triangle sifting 
process. We rasterize the triangles onto six image planes cor­
responding to the sides of the respective voxel. In order to 
take into account occlusion, we perform depth testing. Af­
ter processing all triangles, we average the unoccluded sam­
ples. When building a subtree in-core, we employ adaptive 
Monte Carlo ray sampling. This can be implemented very 
efficiently by using the prebuilt kd-subtree rooted at the cur­
rent node to accelerate the ray traversal.

We encode the normals in a 30-bit quantized form (10 bits 
per component) and the colors in standard 24-bit RGB for­
mat. We pad both attributes to 32 bits. Using this encoding, 
the size of a 1-sample voxel is 8 bytes and a 6-sample voxel 
is 48 bytes.
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4.3. Blocks

In order to render an image of a massive model, usually only 
a fraction of the kd-tree nodes must be accessed. We exploit 
this property by using an out-of-core representation that en­
ables us to efficiently traverse the kd-tree without keeping 
the entire data structure in memory.

The proposed format is block-based, which allows fast 
loading and simple memory management. In our implemen­
tation, the blocks have equal .size of 64 KB. In fact, these 
blocks are similar to memory pages that are managed by the 
CPU and the operating system. By using a custom mem­
ory manager, the block size can differ from the system page 
size, which is commonly 4 KB. Another important benefit 
is the possibility to store the blocks on the hard disk in a 
compressed form and decompress them in real-time. This 
not only reduces storage requirements, but may also increase 
loading performance, because less disk operations are nec­
essary. On-the-fly decompression should not degrade sig­
nificantly the rendering performance, thus we apply a sim­
ple and very fast LZ77 family algorithm (e.g., LZO and 
QuickLZ). The decompression speed of such methods can 
be even higher than the speed of simple memory-to-memory 
copying on modem processor architectures.

4.4. Treelets

We decompose the kd-tree and all related data into treelets 
which are small subtrees with a fixed maximum height of 3. 
We store these in blocks in breadth-first order, packing many 
consecutive entire treelets into a single block. Since there are 
voxels only in every third tree level, treelets that have roots 
at the same depth constitute a LOD level. According to this 
simple treelet layout, the LOD levels are stored continuously 
and consecutively, starting with the lowest level-of-detail.

A treelet consists of different types of kd-tree nodes, 
which may refer to additional data. To encode these in a 
highly compact way, variable size treelet nodes are used. The 
size of a node is either 8 or 16 bytes, so a cache-friendly 
memory alignment is possible. Also, the bit representation 
is carefully designed to minimize the number of operations 
required to unpack the node data.

The ordering of the nodes is strict, and follows the runtime 
memory access pattern: a node must be stored before its left 
child which must be stored before the right one.

4.4.1. Inner nodes without a voxel

Most of the treelet nodes are inner nodes without a voxel, 
which have children located in the same treelet. In addi­
tion to the type of the node and the splitting plane, child 
addresses are also encoded. The amount of required bits is 
reduced by storing the offset of the left child from the par­
ent and the offset of the right child from the left one. These 
offsets are strictly positive and do not exceed the block size.

A significant amount of the child nodes are empty leaves, 
which should not be stored to save memory. An efficient 
solution is to encode bits in the inner nodes that indicate 
whether a child node is empty or not.

All in all, the node data can be fit into 8 bytes. Note that 
this is also the size of the state of the art in-core node repre­
sentation proposed by Wald*. The complete bit structure is 
summed up in Table I.

4.4.2. Inner nodes with a voxel

An inner node with a voxel points to roots of other treelets 
that are located in a different block. Because of this, the 
aforementioned node offsets are not sufficient to address the 
child nodes, thus, a 32-bit block ID is also encoded. This 
way, the size of the addressable memory space increases to 
256 TB. In order to store only one block ID, the two child 
treelets are restricted to be in the same block.

During rendering, voxels are significantly less frequently 
accessed than nodes. Thus, instead of the non-cache-efficient 
interleaving of the voxels with the nodes, voxels are stored 
separately, after all the nodes of the treelet, and the nodes 
contain a small offset to the voxel data.

Bits Value

0-1 split axis
2 left child empty flag
3-L5 left child offset from this node
16 right child empty flag
17-21 right child offset from left child
22 voxel flag
23-29 voxel offset from this node (only w/voxel)
30 (not used)
31 inner node flag (1)
32-63 split position
64-95 enclosing sphere radius (only w/ voxel)
96-127 children block ID (only w/ vo.xel)

Table 1: The hit structure of inner nodes. All offsets are mul­
tiples of 8. Some fields are only necessary if the node has a 
voxel. The total size is either 8 or 16 bytes.

When the ray tracer accesses a node which contains a 
voxel, it has to compute a LOD error value to decide whether 
to continue with the traversal or not. This error value de­
pends, among others, on the size of the voxel, the on-the-fly 
calculation of which is costly. Therefore, the size is stored 
in the tree, encoded as the radius of the sphere enclosing the 
respective voxel. Since this radius is a frequently accessed 
value, it is part of the node data structure.

As listed in Table 1, the size of the inner nodes with a 
voxel (excluding the voxel data) is twice (i.e., 16 bytes) the 
size of the normal inner nodes. Although this a significant 
increase, the total size of the kd-tree is not affected dramati­
cally, because only a fraction of the nodes are of this type.
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4.4.3. Leaf nodes

The leaf nodes in a kd-tree contain a subset o f the original 
triangles, and, usually, many of these triangles are shared by 
multiple nodes. Because of this, it is not efficient to store 
the triangles themselves in each node. In case of simple in- 
core kd-tree representations, it is common practice to store 
each triangle only once in a global array, and create triangle 
lists that belong to the leaf nodes which contain pointers to 
the triangles. The nodes, triangles lists, and triangles are put 
into different buffers.

For our out-of-core data structure, we take a similar ap­
proach. Instead of global buffers, we create triangle blocks, 
each divided into a triangle list section, a triangle section, 
and a vertex section. These blocks represent the highest 
leveTof-detail, and we output them after the other blocks.

The triangle list section contains a series o f 16-bit offsets 
that point to a 12-byte triangle structure (with color). Usu­
ally. the model is a triangle mesh, so a vertex may belong to 
more than one triangle. To further minimize the storage re­
quirements, the unique vertices are stored in the vertex sec­
tion, and the triangle structures contain three offsets to one 
of these vertices. The shared vertices are determined with 
vertex hashing. If the vertices have only a position attribute, 
they are encoded in 12 bytes.

A leaf node is a simple 8 byte structure (see Table 2), 
which contains a reference to a triangle list and the num­
ber of triangles in that list. The list reference is expressed as 
a block ID and an offset from the beginning of the block.

■With LOD •Without LOD

B its V alue

(UI.S tr ia n g le  l is t  o ffse t
1 6 -3 0 tr ia n g le  c o u n t

31 in n e r  n o d e  fla g  (0 )
3 2 -6 3 tr ia n g le  b lo c k  ID

Table 2: The bit structure of leaf nodes. The total size is 8 
bytes.

5. Rendering

As previously mentioned, rendering is performed by ray 
casting, and the out-of-core data structure is accessed 
through a custom memory manager.

5.1. Ray casting

In order to compute the color of a pixel, we cast a ray from 
the camera viewpoint through the pixel and determine its 
nearest intersection with the geometry. Then, we perform 
shading at the intersection point, while optionally casting 
.secondary rays to visualize shadows, reflections, or other

Figure 4: The scaling o f the ray casting pefonnance with the 
model complexity. We have created simplified versions of the 
Asian Dragon model (7M triangles) and rendered them with 
our method from the same viewpoint. We have measured the 
render time of a single frame with and without using LOD. 
Notice that with LOD, the performance becomes nearly con­
stant after a certain model complexity.

light phenomena. Ray casting consists of two main oper­
ations: recursive acceleration stmeture traversal and primi­
tive intersection. In our case, the acceleration structure cor­
responds to the out-of-core kd-tree, while the primitives are 
of two types: triangles and voxels.

We extend the traversal algorithm proposed by Wald* 
to support voxel LODs and asynchronous loading. During 
traversal, we additionally maintain the reference to the la.st 
encountered voxel on the current path. When we reach an in­
ner node with a voxel, we update this reference and compute 
a LOD error value. If the error does not exceed a specified 
threshold, we intersect the ray with the voxel and stop the 
traversal. It may happen that we cannot continue with the 
traversal from the current node, because the required data 
(child node or triangle list) is not yet loaded into memory. In 
this case, we return the intersection with the last encountered 
voxel, clipped to the bounds of the current node.

We employ a simple and low cost projected screen-space 
error metric also used by Yoon et a l''. The error threshold is 
expressed as a pixels o f error (PoE) value, which is the maxi­
mum allowed screen-space area of a projected voxel. To sim­
plify the calculations, we approximate the voxel with its en­
closing sphere and compare its screen-space radius with the 
threshold corresponding to the PoE. This threshold is simply 
the radius (^max) of the circle which area is equal to the PoE. 
The estimated perspective projected screen-space radius {R) 
of a voxel enclosed by a sphere with radius R can be written 
as:

R =  X
R

X =
w/2

( 1)
finin

where f^in is the distance from the viewpoint to the closest 
ray intersection with the voxel, and A. is a screen-dependent
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■Render time ♦Working set size

Figure 5: The scaling of the ray casting pefonnance with the 
pixels of error (PoE). Wfe have rendered the Lucy model with 
varying PoE values from the same viewpoint and measured 
the render time and working set size. The values shown in 
this figure are relative to the maximum measured values.

constant determined by the number of pixels w along the 
field of view Since the voxel is bounded by the node. fmi„ 
also corresponds to the intersection with the node. To effi­
ciently check whether the error metric is satisfied, we evalu­
ate the following rearranged inequality:

^ Í? ^minC, C —
Rn

(2)

where C is a global for all rays, which can be precomputed. 
This way, only a multiplication and a comparison operation 
must be executed for each encountered voxel.

We shoot rays with normalized direction vectors, there­
fore, distances to points on a ray (like t,^„) are also ray pa­
rameters. In each ray traversal step, we maintain the inter­
sections of the ray with the current node as a [iminTmax] ray 
parameter interv’al. This represents the current ray segment, 
which is required to determine which child nodes are inter­
sected by the ray, and to get the closest intersection with a 
voxel.

Our LOD metric could be also used for several types of 
secondary rays, including shadow, ambient occlusion, and 
planar reflection rays. One drawback of this kind of metric 
is that it works only with secondary rays expressible as linear 
transformations. Because of this, refraction and non-planar 
reflection rays are not .supported".

To shade a voxel, first we have to get the material at­
tributes at the intersection point. If the voxel has only one 
sample, the solution is trivial, since the material attributes 
are constant throughout its surface. But this is not the case 
if there are separate samples for the six sides of the voxel. 
We use simple nearest-neighbor filtering, therefore, we have 
to determine on which side of the voxel is the intersection 
point. A side can be identified by an axis and a .sign (e.g., 
X+, Z-). The axis of an intersected voxel side cannot be de­
termined implicitly, but the sign is always the opposite of

the sign of the ray direction along the axis of the side. We 
maintain in each traversal step the axis of the plane through 
which the ray enters the node. If we traverse the near child 
node, the entry axis does not change. However, if we traverse 
the far child, the entry axis becomes the axis of the splitting 
plane of the parent node.

The proposed ray casting algorithm can be applied not 
only to single rays but also to ray packets. By tracing mul­
tiple rays together, the coherence of the rays and the SIMD 
instruction set of the processor can be exploited to signifi­
cantly improve performance. Ray packet tracing combined 
with a LOD mechanism is especially efficient, because the 
traversal is usually less deep, so the rays are more coherent.

5.2. Memory management

The tenderer accesses all data through a custom mem­
ory manager, which operates on the granularity of blocks. 
Blocks required by the tenderer threads are loaded and de­
compressed into a fixed-size cache by one or more separate 
fetcher threads. The cache consists of cache slots, and a sim­
ple table is used to store the mapping between block IDs and 
cache slot IDs. We associate with each cache slot a times­
tamp, which indicates when the block stored in the respec­
tive slot was last accessed. This information is used to deter­
mine which blocks should be evicted from the cache if there 
are not enough free cache slots to load new blocks.

In order to minimize the overhead of the asynchronous 
block loading, we do not synchronize the tenderer and 
fetcher threads while rendering a frame. If a tenderer thread 
encounters a reference to a block other than the current one, 
it requests the address of the block from the memory man­
ager. Then, the manager checks whether the block is loaded 
into the cache. If so, it atomically updates the timestamp 
of the proper cache slot, and performs address translation 
by computing and returning the block pointer. Otherwise, it 
adds an entry to the request list of the tenderer thread and 
returns a null pointer.

The fetcher threads continuously load the blocks refer­
enced in a fetch list into preallocated cache slots. After load­
ing and decompressing a block, it is not immediately marked 
as available. As a consequence, the set o f available blocks is 
constant while a frame is being computed.

After finishing the rendering of a frame, first we mark all 
freshly loaded blocks as available and update a least recently 
used (LRU) list based on the time.stamps of the cache slots. 
Then, we gather the requests from the request lists and assign 
priorities to them according to the number of affected pixels. 
We generate block fetch jobs, sort them by their priority, and 
put them into the fetch list, discarding its previous contents. 
The priority of a job is the highest priority of all requested 
data located in the respective block. We limit the length of 
the fetch list based on the estimated maximum I/O band­
width. This fetching approach is similar to the one incor­
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porated into the Streaming QSplat algorithm' .̂ Since blocks 
must not be removed from the cache while rendering, we 
preallocate cache slots for the blocks to be fetched. If the 
cache is full, we use the LRU list to evict blocks, starting 
with the least recently used. In order to avoid cache thrash­
ing, we do not remove blocks that are part of the current 
working set.

6. Results

We have implemented our method using C-i-i- with SSE in­
trinsic functions and evaluated its performance on a laptop 
with an Intel Core 2 Duo T5.5Ü0 (dual-core, 1.66 GHz, 2 
MB L2 cache) processor, 2 GB RAM, and a 7200 RPM hard 
disk. The system was running Windows 7 64-bit. The code 
was compiled for 64 bits with Visual C-i-i- 2008 SPl. The 
data compression was realized using the QuickLZ library.

We have extensively tested the algorithm with several 
models, but the performance evaluation was mostly re­
stricted to three complex data sets, shown in Figure 1, that 
are part o f different domains: the Power Plant data set (12M 
triangles) is a complete CAD model of a coal fired power 
plant; the Lucy data set (28M triangles) is a high resolution 
laser-scanned statue; the Mandelbulb data set (354M trian­
gles) is a fractal mesh obtained by isosurface extraction.

6.1. Construction

Our prototype implementation of the out-of-core prepro­
cessing stage was designed for simplicity instead of perfor­
mance. It is single-threaded, thus the construction time in a 
multi-core or multi-processor environment could be signifi­
cantly reduced by parallelizing the expensive kd-tree build­
ing and the voxel sampling. The construction statistics for 
the testing models are listed in Table 3.

P o w e r  P la n t L u c y M a n d e lb u lb

tr ia n g le s I2 M 2 8 M 3 5 4 M

n o d e s 7 6 M 2 7 8 M 9 0 3 M

le a v es 3 8 M I3 9 M 4 5 IM

n o n -e m p ty  le a v es 2 2 M 6 2 M I8 0 M

avg . t r is /N E  le a f 3 ,2 5 2 .5 4 2 .0 4

v o x e ls I2 M 4 6 M I.50M

1-s a m p le  v o x e ls 3 M 4 2 M 9 I M

1 -s a m p le  v o x e l ra tio 2 6 % 9 2 % 6 0 %

L O D  lev e ls 29 2 6 2 6

u n c o m p re ss e d  s ize 1.4 G B 3 .2  G B 16 G B

c o m p re ss e d  s ize 0 .8  G B 2 .2  G B 9 .8  G B

c o m p re ss io n  ra tio .55% 68%: 61%.

b u ild  t im e 5 5 m 84 m 6 9 8 m

Tabic 3: Construction statistics for the most complex models 
used for testing: the number of triangles in the model, kd-tree 
and LOD statistics, the size of the out-of-core data structure, 
and the build time in minutes.

60

Time (s)

Time (s)

Figure 6: The variation of the rendering speed (13.6 frames 
per second on average) and the size of the working set (62 
MB on average) during a walkthrough of the Mandelbulb 
model at 640 x 480 resolution, I ray per pixel, and 2 pixels 
of error.

6.2. Rendering

In order to exploit the coherency of the rays, we employ 
4 x 4  ray packet casting implemented with SSE vector op­
erations, Furthermore, we subdivide the image into tiles and 
distribute them among the tenderer threads. We execute a 
tenderer thread on each logical processor, and we achieve 
almost linear performance scaling with the number of cores.

The scaling of the ray casting performance with the num­
ber of triangles in the model is illustrated in Figure 4. No­
tice that without LOD, the render time increases logarithmi­
cally, as expected from employing a kd-tree as an accelera­
tion structure. However, if we enable the use o f the voxel- 
based LODs, the performance becomes nearly constant as 
soon as the maximum projected triangle size drops below 
the pixel error threshold. Because of this property, the ren­
dering of extremely complex models with our approach can 
be interactive even on a single desktop or portable computer.

Figure 5 shows that by increasing the PoE value, the ren­
der time and the size of the working set can be dramatically 
reduced, at the expense of image quality. According to our 
tests, a good trade-off between performance and quality can 
be achieved with about 2-3 pixels o f error.

It can be seen on Figure 6 and Table 4 that the aforemen­
tioned complex models can be explored in real-time with our 
renderer, running on a dual-core notebook CPU. Thanks to 
the LOD mechanism, the required system memory is also 
kept within acceptable bounds. We could attain on average 
approximately 14-20 frames per second at 640 x 480 resolu­
tion, 1 ray per pixel, and 2 pixels of error.

10
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P o w e r P la n t L u c y M a n d e lb u lb

a v e ra g e  F P S 19.5 15.2 13.6
m in im u m  F P S 7 .6 6 .4 6 .7
m a x im u m  F P S 7 5 .9 6 7 .6 4 1 .9
a v e ra g e  W S 2 6  M B 81 M B 7 0  M B
m in im u m  W S 0  M B 9 M B 10 M B
m a x im u m  W S 157 M B 2 4 2  M B 331 M B

Table 4: Frame rale (FPS) and working set (WS) statistics 
for walkthroughs of different models at 640 x  480 resolution, 
I ray per pixel, and 2 pixels of error.

6.3. Comparison

The most similar method to ours is that of Yoon et al.^K 
which is also ray tracing based and uses the same LOD error 
metric as our algorithm. While in their approach the LOD 
primitives are simple planes called R-LODs, we have in­
stead opted for voxels with varying amount of material at­
tribute sets. This way, we can better approximate complex 
volumetric details and avoid holes in the simplified versions 
of the model. Another notable difference is that we load the 
data asynchronously, thus, our method provides smoother vi­
sualization. However, they employ a more efficient cache- 
oblivious data layout, which can lead to faster rendering and 
loading. The two approaches could be combined to obtain 
an even more powerful method.

7. Conclusions and future work

We have presented an efficient technique for interactive out- 
of-core rendering of massive triangular models. Our perfor­
mance evaluations show that the real-time visualization of 
different types of massive models is possible on a main­
stream notebook PC with a dual-core CPU. We employ a 
high quality voxel-based LOD mechanism to improve ray 
casting speed and reduce the amount of required memory. 
The proposed compressed data structure minimizes the stor­
age and I/O bandwidth requirements. Since data reading and 
decompression are asynchronous, it is possible to inspect the 
model even if not all of the necessary details are loaded yet.

In the near future, we would like to extend our approach 
to also trace secondary rays including shadow, ambient oc­
clusion, reflection, and refraction rays. We also plan to im­
prove rendering quality by implementing anti-aliasing opti­
mized for our voxel-based LOD scheme. Another interesting 
research avenue is the adaptation of the proposed algorithm 
for GPUs.
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Real-Time Volumetric Caustics with Projected Light Beams
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Abstract
We present a method for the visualization of volumetric caustics in single-scattering participating media. The 
caustics beams are generated from a projected grid in light's image space, making the solution independent from 
the geometric complexity of generators. The caustic volumes are extruded in the geometry shader and accumulated 
into the final volumetric effect.

Categories and Subject Descriptors (according to ACM CCS): 1.3.7 [Computer Graphics]: Raytracing 1.3.7 [Com­
puter Graphics]: Color, shading, shadowing and texture

1. Introduction

Specular surl'aces tend to change the distribution of reflected 
or refracted photons causing beautiful light phenomena in 
their environment. Caustics are high-frequency patterns ap­
pearing on the surface of diffuse objects as the curvature of 
the specular surface focuses or defocuses the light. Render­
ing caustics adds a lot of realism to the final appearance of 
the image. A glass of drink casts typical focused light to the 
table, and it is hard to make an underwater scene believ­
able without the wavy light-patterns on the ground. In this 
scenario the specular objects are generally called caustics 
generators and the diffuse ones receivers. Being an impor­
tant global illumination effect, many efforts have been made 
in recent computer graphics research for plausible real-time 
approximation.

While recent work mainly focused on the rendering o f sur­
face caustics, the efficient handling of volumetric phenom­
ena requires slightly different considerations. If the specular 
surface is enclosed by participating media, the rays of fo­
cused photons become visible to the viewer. The effect can 
be experienced under the sea surface, since the sea water al­
ways contains microscopic particles attenuating the light. In 
the case of surface caustics, the main challenge is the adap­
tive sampling and filtering of the projected pattern to make it 
smooth and continuous on the screen* ‘h Volumetric caustics 
are less sensitive to the accuracy of filtering, but require the 
integration of the inscattered light along the viewing ray for 
each pixel.

A common way of rendering volumetric caustics is to sub­
divide the caustics generator to small patches and extrude 
them along the directions of the specular photons, forming 
the bounding volumes of the caustic beams. One possible 
subdivision is the usage of the mesh geometry itself. By ac­
cumulating the contributions of the beams in each pixel, the 
volumetric photon distribution becomes visible. The appro­
priate rendering o f such volumes was deeply analyzed in the 
work of Ernst et al.', which we used as main basis for our 
implementation.

Our contributions include the GPU-based implementation 
of the volumetric caustics algorithm and the application of 
the projected grid concept to the beam generation. Instead 
of using the mesh geometry, our method projects a vertex 
grid to the surface in light's image space and then performs 
the extrusion of the beams in the geometry shader. This way 
the complexity of the algorithm becomes independent of the 
complexity of the specular surface models.

The paper is organized as follows. The next section sum­
marizes recent work on interactive rendering of caustics, and 
in particular volumetric effects. Section 3 describes our algo­
rithm in detail. Section 4 highlights some important a.spects 
of the implementation and .section 5 presents the test results, 
followed by a discussion.

2. Previous Work

Most of the caustics rendering algorithms can be divided into 
two main stages. The first phase starts from the light source.
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Figure 1: The outline of the algorithm. In the first pa.ss, the specular surface normals and positions are stored in the geometry 
buffers (I). A regular grid is projected onto the surface (II), from which the geometry shader extrudes the beam volumes (HI). 
The volumetric caustic effect is reconstructed by ray-marching in the pixel-shader (IV).

and identifies the terminal points of caustic light paths on the 
non-shiny surfaces. In the following step, the contributions 
of these paths are accumulated at the points visible from the 
camera.

Photorealistic off-line rendering algorithms generally rely 
on ray-tracing methods, producing extremely accurate caus­
tics for the price of high computational costs. Photon 
mapping- is a popular approach, which stores caustics pho­
ton hits in dedicated photon maps. Later, the enhanced algo­
rithm was able to capture volume caustics’ , and Purcell el 
al.-* implemented it on the graphics hardware.

By the advent of GPU-based solutions, the interactive ren­
dering of caustics became possible. Cau.stics mapping can 
be regarded as a simplification of the photon mapping algo­
rithm. Since the k-neighbor gather operation does not suit 
to the current GPU architectures, the photon hits are stored 
in a 2D buffer. Possibilities o f representing photon locations 
include texture space’ , image space’ or the coordinate sys­
tem of the caustics generators*’.

During the caustics reconstruction, most of the recent 
works applied photon-splatting. The common problem of 
splatting algorithms is to find the optimal photon distri­
bution (importance sampling) and splatting size to achieve 
high quality results. Wyman and Dachsbacher’ improved the 
quality by the adaptive variation of splat sizes. Recent work 
of Wyman et al. analyzed the problem of hierarchical sam­
pling during the caustic map generation’

Other researchers proposed alternative reconstruction 
methods. Rendering continuous geometry instead of discrete 
photon hits can eliminate the discretization artifacts. Ernst et 
al.' applied beam tracing'*' to render interpolated caustic tri­
angles to the receiver surfaces. Their algorithm significantly 
improved the quality of caustic triangle methods by taking 
into account the warped distortions of the beams. However, 
it does not handle occlusions, and requires CPU assistance 
due to the limitations of graphics hardware at that time. In a 
recent work, Umenhoffer et al.*’ render caustic triansles on

the GPU using layered distance impostors’ to render smooth 
caustics with occlusion information.

For volumetric caustics effects, beam tracing was used by 
Nisthita and Nakamae '' to render underwater volume caus­
tics. Iwasaki et al.*’ implemented the former algorithm on 
the GPU. For a moderate amount of caustic triangles, their 
results had blocky artifacts because of using constant shad­
ing. Ernst et al.' analyzed the radiance distribution along a 
warped triangular beam, and were able to decrease the res­
olution of the generator mesh by using interpolation inside 
the beams. The caustic interpolation was implemented in the 
pixel shader during the rasterization of the convex bounding 
prisms of the warped volumes.

Approximate global illumination algorithms often try to 
avoid expensive computations at invisible points of the 
scene. Screen space adaptive subdivision is one of the pos­
sible optimization alternatives. In an early application for 
the rendering of ocean surfaces”  a regular screen space grid 
was projected to the heightmap of the water. Recently MUller 
et al.'-* used this concept to render arbitrary 3D fluids with 
screen space tessellation. The advantage of the method is 
that surfaces closer to the viewer get finer geometric details, 
while invisible surfaces are not tessellated at all. We have ap­
plied this idea to the problem of beam tracing in this work.

3. Algorithm

Our method for rendering volume caustics breaks down to 
two rendering passes (Figure 1). In the first pass the surfaces 
of the specular objects are rendered from the light source. 
The photon bounces of the surfaces are stored in a set of 
render targets. Using these as textures, the second pass gen­
erates the geometry of the beams. For each beam the scat­
tered radiance towards the camera needs to be determined 
using the participating media rendering equation. The final 
caustics effect is the result of the accumulated rendering of 
each beam.

13
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Since we do not have control over the rendering order of 
caustic beams, only single-scattering homogeneous partici­
pating media can be simulated. For real-time applications, 
this simplified model is generally satisfactory.

3.1. Beam Generation

The first step of the algorithm captures the caustics gener­
ator surfaces from the light source. Since the beam genera­
tion is independent of the mesh topology, surfaces of arbi­
trary number and complexity can be used as generators in 
the same pass. The surface positions, normals and material 
properties are stored in geometry buffers. Usually the choice 
of a proper coordinate system for these parameters is impor­
tant for the following steps. As we will see later, most of 
the computations are performed in a special local space for 
each individual beam, therefore any initial representation is 
sufficient. Currently we store the world space positions and 
normals, but in a caustic shadows solution we can transform 
those into cube-map space like Umenhoffer et al.'’.

The next step projects a regular grid in light’s image .space 
to the specular surfaces. Having the previously rendered 
geometry buffers, this process is extremely simple. A pre­
generated regular grid is sent to the pipeline, but during ren­
dering the position and normal vertex attributes are replaced 
by the sampled values from the geometry buffers. Prior to 
rendering the buffers are cleaned to values indicating that the 
given pixel is invalid. This will allow the geometry shader to 
discard the primitives not covered by the generator surfaces.

The projected grid is then forwarded to the geometry pro­
cessing .stage. The geometry shader either discards the tri­
angles which are not bases of caustics beams, or emits new 
primitives forming the convex boundaries o f the caustic vol­
umes.

If the vertices of the specular triangle are denoted by i^, 
v̂ i, V2 and the caustic photon directions at these vertices cÍq, 
d \ , ds, the geometry shader has to extrude a volume bound­
ing the rays v, -f lidj, i e  {0 ..2}. In our current solution i, is 
a constant value, since we do not consider occlusions yet. 
Later on t, should be determined by a depth-texture lookup.

The extrusion of the beams needs special considerations'. 
In the general case the geometry of the beams cannot be rep­
resented by a finite set of planar surfaces, since the adjacent 
di rays do not necessarily lie on the same plane, but form the 
sides o f a bilinear patch instead. Figure 2 illustrates artifacts 
raised by the direct emission of the beams in the geometry 
shader. From the point o f volume caustics, the main artifact 
is caused by the additive blending, where the same beam 
might render multiple times to the same pixel, resulting in 
light streaks. This artifact remains dominant on the screen 
even at high grid resolutions.

The task of the geometry shader is to emit a triangular 
mesh bounding the bilinear patches. During the extrusion a

Figure 2: The rendering artifacts when extruding along the 
photon directions. The non-planar surfaces of the bilinear 
patches are appro.ximated with two triangles (left), which 
leads to light streaks when using additive blending (right). 
The contrast of the image was slightly increased to empha­
size the effect.

touching plane is found for each edge of the specular tri­
angle. Assuming finite beam length, one can always find a 
plane that holds the entire caustics volume on its negative 
half space'. The extrusion ray for each vertex can be found 
as the intersection of touching planes for the adjacent edges.

The volumetric rendering equation is solved in the frag­
ment shader, therefore the geometry processing stage must 
encode all the necessary parameters into the emitted vertex 
attributes for performing the sampling of the beams. These 
parameters are:

•  The positions of the caustic vertices
•  The directions of the caustic beam edges
•  The area of the specular triangle
•  The caustic radiance values at the vertices of the triangle

The main task of the fragment shader is to find the radi­
ance at each sample point in the beam. This sampled radi­
ance depends on the initial caustic radiance on the surface 
and the area ratio of the specular triangle and the parallel 
cross section of the beam at the sample point. We know that 
the radiant flux

<t>(A(i),Ac) =  J  j  L{p,(ű) cos QdédA
A, Aco

is constant for every cross section of the beam (A, is the 
caustic triangle, p is a representative point in the infinitesi­
mal surface and 0 is the angle between the surface normal 
and a). If the cross section is parallel to the triangle, the ra­
diance at each point can be computed using the area ratio. 
The question is how to get the area of the cross section of 
the warped volume?

The double area of the caustic triangle is defined by the 
length of the cross product of the edges:

A(A< ) =  |(vi -  v-i)) X (vA -  v0 )|
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The calculation of the double area for each sample along the 
beam would be very expensive in the fragment shader. It is 
desirable to express the area as a function of distance along 
the beam. Ernst et al.' proposed a special coordinate sys­
tem, which we will call beam space in the following, where 
the mentioned cross product simplifies to a one dimensional 
problem.

Since we are looking for cross sections parallel to the 
specular triangle, it is beneficial to use a basis where one 
axis is perpendicular to the triangle. Prior to further calcula­
tions, the beam parameters are transformed into a coordinate 
system where vp is the origin, the x-axis is the vq — vj edge 
and the y-axis is the triangle normal. Normalizing these vec­
tors and choosing their cross product as z-axis gives us an 
orthogonal basis in beam space. Another important simpli­
fication is to scale the ray direction vectors so that their 
y-coordinate equals to one in beam space (Figure .3).

Figure 3: The basis vectors in beam space. The ray­
marching of the beams is performed in this coordinate sys­
tem.

Using this representation, we can rewrite the area function 
into the following form':

A{y) -- I (v̂  + yd\ -  -  y4 ) x (v  ̂Tyd!  ̂-  -  yrf') |

=  |(A-| -fy/i) X (A2+.v/2)I,

where A,- =  vj — Vq and /,■ =  <A' — dg

Vector v' is v in beam space using the new basis. Since A,y =  
liy =  0 V(, the length of the cross product will equal to its 
y-component.

Expanding the formula we get a second order expression 
over y in the form of a y  +  by -V c, where:

 ̂ =  hzh.x -  hxhz! 

b =  k\^Í2x -  k\ j2 z  + h - k 2 x -  h.xi<2z,

C AI k 1 xk2.z

The a, b, c area coefficients are computed in the geome­
try shader and stored in a vertex attribute. The new coordi­
nate system must also be forwarded to the fragment shader, 
which evaluates the volumetric rendering equation by ray- 
marching in beam space.

Figure 4: The direct projection of the regular grid results 
in false triangles around depth discontinuities. Using sim­
ple heuristics based on the triangle normals and the light's 
direction vectors, these triangles are eliminated.

The geometry shader must also remove triangles which 
would result in incorrect caustics, for example by not lying 
on the same surface. The projected grid is independent of the 
scene, therefore it is possible that some triangles go through 
extreme distortions. We use the dot product of the triangle 
normal tfy and the light direction vector dj as heuri.stics for 
discarding "wrong" triangles. We assume that if is almost 
parallel to dj then the caustics effect is the most accurate, 
while if  they are "almost" perpendicular to each other, the 
triangle must be discarded. In figure 4 we visualized the pro­
jected grid using the nonnal heuristics.

3.2. Ray-Marching Caustics Volumes

The fragment shader must first intersect the camera-ray with 
the beams, then solve the volumetric rendering equation in a 
set of sample points inside them. For homogeneous partici­
pating media this equation takes the following form;

L(&) :
Av

-a,(.5|+i2) o.vPjcű ■ co')L,„ (to') ds

where Z-(to) is the radiance seen from the camera, Av is the 
interval of the ray-beam intersections, o, is the extinction co­
efficient, Oj is the scattering coefficient, P is the pha.se func­
tion, and i |  -1-52 is the travel length of caustic photons from 
the specular surface to the camera. The notations are visi­
ble in Figure 5. Ray-marching is a numerical approximation 
of the above integral. In the case of volumetric caustics, we 
have found that it is enough to take a single sample in the 
middle of the Av interval. The simplified numeric approxi­
mation becomes

The sampling in the fragment shader is performed in three 
.steps (The whole process is illustrated in figure 5):
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4. Implementation
L(0)

Figure 5: Intersecting the caustic volume with a ray. The in­
tersection of the beam edges and the ray-plane defines a tri­
angle. Using 2D line-line intersections, the distance which 
the ray takes inside the volume is determined. The partici­
pating media equation is evaluated at a sample point inside 
this Ax-long interval. To get the caustic radiance values, the 
area function is evaluated at the comers of the intersection 
triangle.

Transform the viewing ray into beam space.

The basis of the new coordinate system is given as 
a vertex attribute.

Intersect the beam with a plane containing the viewing 
ray.

The normal of such a plane is detennined by:

np =  r^ew X {>\tew X ntfj

where rfi^, is the viewing vector and is the triangle 
normal (the y basis in beam space). By intersecting the 
do- 2  caustic photon directions with this plane, we get a 
triangle in the same plane as the viewing ray.

Intersect the resulting triangle with the ray and trilinearly 
interpolate the radiance at sample point p.

The radiance values at the comers o f the intersection- 
triangle are determined efficiently by evaluating the area 
function. Since the area coefficients were precalculated 
in the geometry shader, the fragment shader only has to 
evaluate the dot product (y^,y, 1) • (a ,b ,c)^ .
Since the triangle and the ray lie in the same plane, the 
2D intersection simplifies to finding the intersections with 
the edges (2D line-line intersection), and interpolating be­
tween the caustic radiances at the triangle corners. If the 
ray does not intersect the triangle, the fragment is dis­
carded.

We implemented the algorithm in DirectX 10 using HLSL 
shaders, with our test platform equipped with Nvidia 
Geforce GTX 260 graphics card, Intel Core i7 920 CPU and 
6 GB RAM.

The geometry buffer generation is a straightforward pro­
cess. Note that instead of storing the data in textures, the 
geometry could have been rendered directly into the grid 
vertex buffer. This would avoid the execution of the ver­
tex shader program in the second pass with multiple texture 
lookups. However, we did not use this solution for flexibility 
reasons: in the future we plan to implement adaptive hier­
archical beam generation in the geometry shader which will 
make texture lookups necessary anyway.

The second rendering pass which performs the actual vol­
ume caustics rendering must be executed once for each caus­
tic effect. For example if we want to visualize both reflec­
tive and refractive caustics the projected grid is to be ren­
dered two times. Two sided refractions are not supported yet. 
The output format of the beam geometry shader is unusu­
ally complex, since it must encode the entire beam into one 
vertex -  the fragment shader gets these parameters as inter­
polated attributes. The beam parameters are packed into 10 
floatd vertex attributes as shown in table 1.

ParamsO vl^.x Vl̂ 2 v2 .̂x v2̂ I
Paramsl e0“.x eO*".! el^x el^z

Params2 e2^x e2'*.z 2A
LO Radiance of edge 0
LI Radiance of edge 1
L2 Radiance of edge 2
BasisO ex v0.x
Basisl ey vO.y
Basis2 ez vO.z
wpos 1 Worid position |
AreaCoeffs 1 a 1 c 1 1

Table 1: Vertex attributes.

In the ParamsO-2 attributes the beam geometry is stored 
in beam space. Note that we do not need to store the coor­
dinates of Vo and any y-components since these are zero in 
this basis. Params2 also stores the double area of the caus­
tic triangle. LO-2 holds the caustic radiances at the corners 
of the specular triangle. BasisO-2 are also very important, 
since they encode the transformation into beam space. Fi­
nally wpos is the world position of the vertices (the viewing 
ray is the difference between the world position and the eye 
position) and AreaCoejfs holds the area coefficients.

5. Results

The test renderings used for performance measurement are 
shown in figure 6. The results are summarized in table 2. 
Note that the test scenes contain other shaders not related
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to our method, like a naive implementation of volumetric 
shadows with ray-marching.
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Table 2: Frame times of the paraboloid scene (figure 6) with 
different grid resolutions. The first three columns are in mil­
liseconds. Besides the total frame time, we measured sep­
arately the time of rendering the caustic beams (Caustics) 
and the time without the caustics pixel shader (Without PS). 
Note, that the high fill-rate is the bottleneck of the algorithm.

To measure the performance of the geometry shader -  
which is definitely a critical stage on Shader Model 4 GPUs 
-  we also run the tests without the costly ray-marching pixel 
shader. These results can be read under tbe caption "without 
PS”.

6. Discussion and Future Work

Using the projected grid concept the performance is not sig­
nificantly influenced by the geometric complexity. The main 
problem of rendering volume caustics is finding the golden 
mean between shading quality and fill-rate. When using a 
large grid resolution, the caustic effect becomes accurate, 
but several beams are rasterized to the same pixel. On the 
other hand, reducing the grid resolution introduces sampling 
artifacts which are particularly noticeable at geometric dis­
continuities (silhouettes).

As a future work, we would like to add shadowing sup­
port and multiple specular bounces to our implementation. 
An important form of the latter is the support of double-sided 
refractions. During the geometry shader execution, approx­
imate ray-tracing methods can be used to determine the ter­
mination points for the caustic beams.

The other main future direction is the implementation of 
the adaptive hierarchical sampling in light's image space, 
similarly to Wyman's work'T Initially using a coarse vertex 
grid, the geometry .shader can look for discontinuities in the 
geometry buffer to refine the resolution of the projected grid. 
Since we are using the grid for beam extrusion and not for di­
rect rendering, the cracks introduced by such subdivisions do 
not cause artifacts. An adaptive algorithm would also reduce 
the overhead of discarded triangles in the geometry shader.

The next important way to attack the fill-rate bottleneck 
is off-screen rendering. Instead of rendering caustics to the 
screen directly, the beams can be rendered into a downsam­
pled buffer, significantly improving the performance, while 
only slightly degrading the quality.

References

1. M. Ernst, T. Akenine-Möller and H. W. Jensen Interac­
tive Rendering of Caustics using Interpolated Warped 
Volumes Proceedings of Graphics Interface 2005. pp. 
87-96(2005) 1 ,2 , 3 ,4

2. H. W. Jensen Global Illumination Using Photon Maps 
Proceedings of 7th Eurographics Workshop on Render­
ing, pp. 21-30(1996) 2

3. H. W. Jensen, P. H. Christensen Efficient Simulation 
of Light Transport in Scenes with Participating Media 
using Photon Maps Computer Graphics (SIGGRAPH 
98), pp. 311-320 (ACM Press, 1998) 2

4. T, J. Purcell, C. Donner, M. Camarano, H. W. Jensen 
and P. Hanrahan Photon Mapping on Programmable 
Graphics Hardware Graphics Hardware, pp. 41-50 
(Eurographics Association, 2003) 2

5. L. Szirmay-Kalos, B. Aszódi, I. Lazányi and M. Pre- 
mecz Approximate Ray-Tracing on the GPU with Dis­
tance Impostors Computer Graphics Forum (Euro­
graphics 2005), pp. 695-704 (2005) 2

6. T. Umenhoffer, G. Patow and L. Szirmay-Kalos Caus­
tic Triangles on the GPU Proceedings of of Computer 
Graphics International, (2008) 2, 3

7. C. Wyman, C. Dachsbacher Improving Image-.Space 
Caustics via Variable-Sized Splatting Technical Report 
UICS-06-02, University of Utah (2006) 2

8. C. Wyman Hierarchical Caustic Maps Proceedings of 
the 2008 Symposium on Interactive 3D Graphics and 
Games, pp 163-171 (2008) 1,2

9. C. Wyman, G. Nichols Adaptive Caustic Maps Using 
Deferred Shading Computer Graphics Forum 28(2), 
pp. 309-318 (2009) 1 , 2 , 6

10. P. S. Heckbert, P. Hanrahan Beam Tracing Polygonal 
Objects Computer Graphics (SIGGRAPH 84), pp. 119- 
127 (ACM Press, 1984) 2

11. T. Nishita, E. Nakamae Method of Displaying Optical 
Effects within Water using Accumulation Buffer Com­
puter Graphics (SIGGRAPH 94), pp. 373-379 (ACM 
Press, 1994) 2

12. K. Iwasaki, Y. Dobashi and T. Nishita An Efficient 
Method for Rendering Underwater Optical Effects Us­
ing Graphics Hardware Computer Graphics Forum, 
21(4), pp. 701-712 (2002) 2

13. C. Johanson Real-Time Water Rendering - Introducing 
the Projected Grid Concept Master of Science Thesis 
(Lund University, (2004) 2

17



Liktor, Dachsbacher /  Volume Caustics

Figure 6: Test renderings of various volume caustics using our algorithm. Left: a paraboloid surface focuses the light. (Ren­
dering time with volumetric shadows: 30 FPS). Right: focused reflections of a car body. For this quality a 128 x 12%-sized 
projected grid was necessary. Because of the extremely high fill-rate the rendering time dropped to 8 FPS. Both images were 
rendered in 900 x 600.

14. M. Müller, S. Schirm and S. Duthaler Screen 
Space Meshes Proc. of the 2007 ACM SIG- 
GRAPH/Eurographics Symposium on Computer Ani­
mation, pp. 9-15 (2007) 2

18



Fifth H \m garian Conference on C om puter G raphics and  G eom etry, B udapest, 2010

R ecursive R ay Tracing in G eom etry  Shader

K ristóf Ralovich^ and Milán Magdics*

D ep artm en t of C ontro l E ngineering and Inform ation  I ’echnology 
B udapest U niversity of Technology and  Econom ics 

B udapest, H ungary

A b s tr a c t
We propose an effective m,ethod to enable recursive ray tracing triangular scenes using contemporary 
real-time graphics pipelines o f digital computers. So far, general purpose computations such as ray 
tracing utilized the programmable pixel shader fo r  computation. Lengthy algorithms were subdivided to 
continue-and-restart-able parts (computing kernels) to enable im plementation as multi-pass rendering. 
Discussing a fundam entally different method, we are representing rays with geometry, maintaining a 
one-to-one correspondence between rays and point prim itives. Exploiting the geometry amplification 
capability of modern pipeline, we are utilizing the geometry shader to em it multiple secondary rays. 
Our approach to recursive ray tracing is influenced by stream computing, circulating the data flow  
without using a stack, employing intermediate pipeline stage, to feedback transformed prim itives before 
producing the final color by rasterization o f point prim itives. A n  effective implem.entation employing 
the uniform  grid space subdivision scheme is described.

Categories and Subject Descriptors (according to ACM CCS): 
Dimensional Graphics and Realism: Raytracing

1.3.7 [Computer Graphics): Three-

1. Introduction

Global illumination techniques and thus recursive ray 
tracing is gaining increasing popularity  in real-tim e 
image synthesis practice due to  widespread availability 
of consumer level fast parallel digital com puter and 
the algorithmic improvements of the recent years.

Ray shooting maps well and easily to  GPUs by the 
independent nature of rays, and using the graphics 
pipeline to  implement ray tracing had a well known 
stream com puting approach so far: in each rendering 
pass rasterizing a view-port sized quadrilateral to  ac­
tivate the fragment shader on a regular 2D m atrix  of 
pixels where every pass operates on one single ray gen­
eration only. A ray generation is for example the first 
level of shadow rays only (w ithout mixing different

kristof.ralovich@ gmail.com  
Í gumi@ inf.elte.hu

type of rays). Also, e.g. the first bounce of specular 
reflected rays form an other ray generation.

This paper discusses a  fundam entally different con­
figuration of the pipeline, where individual rays are 
represented by point prim itives as opposed to  pix­
els. Recursion required for^^ tracing is achieved 
by feeding back the transform ed prim itives to  the be­
ginning of the pipeline instead of using a large num­
ber of tex tures (render targets) to  em ulate a stack to 
store the s ta te  of com putation. Decomposing® the ray 
tracing algorithm  was historically required because 
of tight, restrictions posed by the GPU on the static 
and dynam ic instruction  counts in a shader program. 
These constraints are not a  problem any more, bu t un­
derlying architectures are still poorly suited for stack 
memory and thus shading languages can not support 
recursive function calls directly.
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F ig u re  1: (a)(b)(c) Images generated at interactive rates using the discussed algorithm using geometry shader 
and transform feedback. Rays are represented in the pipeline with geometry, viewport is 512^ sized. Images from  
left, to right in  respective order: the ’’Dragon” shadowcasted, the ’’H orse” scene with specular materials, and the 
”To7'us K no t” scene xvith reflections and shadows from, a single light source, (d) Depicts the cost o f finding the 
intersection fo r  each ray, speed up impact o f the em,ployed uniform  grid space subdivision is apparent.

2. P re v io u s  w o rk

Applying the processing power of program m able GPU 
to speed up ray tracing m otivated many researchers of 
the field of real tim e com puter graphics.

Carr et. al.^ discovered th a t ray-object intersections 
may be com puted in a fragm ent shader, la ter others 
managed to  apply a great variety of different tech­
niques such as space subdivision and part itioning (uni­
form 3D grid®,®, fcD-tree®,®, B V IP^, etc.) to  the GPU 
to  reduce the number of intersections finding the  clos­
est visible hit. Szécsi® and Roger et. al.^ experim ented 
with ray space hierarchies for logarithm ic speedup 
culling away rays, while C arr et. al.^ used geometry 
images to store the scene G PU memory friendly. The 
common concept of these m ethods was using the frag­
ment shader to  do the necessary com putations.

Szirmay et. al.^° provides a comprehensive overview 
of image space methods, ])iactical global illumination, 
and ray tracing on the GPU.

Recent research shows high perform ance ray trac­
ing implementations'* are possible using th e  CUDA 
general purpose parallel program m ing architecture. 
CUDA provides direct C language interface to the 
graphics hardw are w ithout special knowledge of pro­
gram m able graphics pipeline, but we are still focusing 
on a m ethod layered over graphics APIs because of 
their wider general availability.

3. A lg o r i th m  o v e rv ie w

Let us sum m arize the structu re  of our algorithm :

1. Set up two vertex buffers (VB) w ith enough space.
2. Fill one of the VBs partially  w ith point primitives 

representing prim ary rays and bind it as drawing 
source.

struct Hit
{

vec4 pos ; 
vec3 orig; 
vec3 dir ; 
vec2 uv ; 
float t ; 
int idx ; 
int state; 
int type ;

};

L is tin g  1: Data structure holding the hit record.

struct PackedHit 
{

vec4 pos ; 
vec4 orig_t; 
vec4 dir_idx ; 
vec4 uv_state ;

};

L is tin g  2: Structure encapsulating a ray and 
corresponding hit record. Encoded as fo u r component 
floating point vectors. Passed to the pipeline as a point 
prim itive with associated vertex attributes

3. Bind the other VB for stream  ou tpu t destination.
4. Set up the pipeline with the discussed shaders (sec­

tion 4.1).
5. Rasterize (draw) the point prim itives in P  number 

of passes w ithout changing the shaders and w ithout 
any CPU intervention. A rendering pass consists of 
the following tasks:

a. Calculate intersection in the vertex shader.
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IVS I  G S f ;

^  K m  I
(a) ^ ( b )

Hit FS

(c)

F ig u re  2: Recursion in the pipeline. Rays are repre­
sented by point prim itives with additional vertex at­
tributes to hold the hit record, (a) Intersection in  
the vertex shader, (b) Geometry shader emitting sec­
ondary rays and term inating finished rays, (c) Final 
shading and color compositing in fragm ent shader.

b. Depending on m aterial properties, em it sec­
ondary rays in the geometry shader.

c. Use the stream  out stage to feedback trans­
formed points primitives.

d. Fragment sluider com putes color a t valid hits.
e. Blend the resulting pixel colors together.

6. Swap the VBs. This is called ping-ponging.

4. A lg o r ith m  d e ta i ls

The reason we are required to  use two vertex buffers 
is that the source of drawing and the destination of 
stream output cannot be the same object.

Prior to allocating the VBs, we m ust know (Fig­
ure 4(a)) their maximum sizes: S v b  = w x  h x (G -I- 
G') X S v  , where w  and h are the dimensions of 
the viewport, G and G' are the maximum and sec­
ond largest num ber of ray generations em itted in each 
depth of ray tracing recursion, and S v  is the size of 
a vertex (i.e. the ray structu re  including a h it record, 
which is 64 bytes in our case, see code Listing 2). Note 
that this calculation is not dependent on the num ber 
of triangles, and scales with the screen size.

4.1. P ip e lin e  s e tu p

The algorithm is implemented using three stages of the 
programmable pipeline (Figure 2) and the transform  
feedback (stream  out) functionality. Listings 3, 4,
and 5 describe the three shaders in pseudo code.

One could have implemented the ftmctionality of the 
vertex shader in the geom etry shader as well, however

our separation of functionality is geared towards high 
performance: shorter shaders result in lower branching 
divergence behavior and thus more coherent memory 
access patterns.

4 .2 . S h a d e rs

In the v e r te x  s h a d e r  vertex a ttrib u tes  of point prim ­
itives (rays) are loaded from the VB. Ray intersection 
with the scene is carried out, hit record is updated  ac­
cordingly and ou tpu t. As an additional optim ization, 
the ray is checked for intersection against axis aligned 
bounding box of the scene. If there is no hit, the ray 
is m arked for term ination in the subsequent geometry 
shader.

The ou tpu t of the vertex processor is considered as 
the h it record. Depending on the ray sta te  and m ate­
rial properties of the intersection, the ray is term inated  
(not em itted) or further secondary rays (shadow, re­
flection) are em itted. E m itted  new rays are coupled 
with a h it record indicating intersections should be 
calculated in the next vertex shader pass, and to  be 
skipped in the following pixel shader in this pass (be­
cause shading requires a valid h it record first).,R ays 
th a t have been w ritten  to  the framebuffer in the pre­
vious pass are not processed in the g e o m e tr y  s h a d e r  
and are term inated  (not em itted) early w ithout pro­
cessing. TVansform feedback (Stream  O utput) is con­
figured to  allow receiving m ultiple ou tpu t primitives 
per each input. If there is anything to  ou tpu t, the ge­
om etry shader is em itting rays in a  fixed local order: 
first the input ray, la ter the shadow and finally the 
specular reflected ray.

Color of rays w ith valid hit records is calculated em­
ploying the Phong shading model and w ritten into the 
framebuffer in the p ix e l s h a d e r ,  then a special blend­
ing operation composites visible color, shadowedness, 
and the secondary color.

4 .3 . R e n d e r in g

In order to  visualize rays in the framebuffer, a view­
po rt sized 2D grid of point primitives is rasterized on 
a  plane perpendicular to the view direction of the vir­
tua l camera. The positions of the point prim itives are 
set up so th a t rasterization assigns them  to the pixel 
centers, which will result in the whole coverage of the 
screen.

We are exploiting th a t the num ber of prim itives out­
pu t from the geom etry shader is not needed to  be 
queried back to  the CPL^ to  issue a draw call sourcing 
those vertices.

As sta ted  in section 4.1, the geom etry shader has a 
fixed ou tpu t order of rays. The graphics pipeline has a
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(a)

r
(c) (d)

F ig u re  3: The contribution o f eye rays (a), reflected rays (b) and shadow rays (c). The right m ost (d) image 
shows the final composited image.

very unique property^: prim itives hit the framebufTer 
in the order listed in the VB (if no other indexing is 
used, like in our case), this is necessary for our algo­
rithm  to work, since the processing order of rays must 
not be changed. Im agine the  specular contribution is 
added to  a pixel before processing the previous shadow 
ray: the shadow ray would am ortize the influence of 
the reflected ray instead of the previous hit.

The P  num ber of rendering passes -  required for 
th e  correct image equals to  the dep th  of the ray 
tracing depth. T h a t is e.g. 2 for prim ary rays and one 
bounce (since shadow rays and reflected rays spawned 
by eye h its are handled together in the same pass). 
See Figure 4(a).

In order to  enable the G PU  accessing the scene 
data , tex tu re memory is employed in a read only m an­
ner (in the same way as®). We are able to  use world 
space coordinates for the scene, so we do not have 
to  transform  rays into object space. Using a uniform 
spac:e subdivision scheme requires storing the list of 
referenced objects for each voxel of the  grid. This is 
stored in a RGB 3D texture, where each grid cell is 
encoded in one texel. I'he list of referenced objects is 
stored tightly packed and each texel corresponds to 
a pointer to  actual triangle data. After two levels of 
indirection, ac tual triangle d a ta  is stored in two other 
31) textures both  featuring 4 depth  slices. 4'exels with 
the same ( X , Y )  coordinates in different Z  slices are 
storing vertex, norm al and m aterial inform ation be­
longing to  the sam e single triangle. Thanks to  this 
“co-location” tex tu re  coordinates used for addressing 
a triangle’s a ttrib u tes  need to  be com puted only once 
in the shaders.

t Such kind of synchronization can easily be costly to im­
plement in e.g. CUDA.

4 .4 . B le n d in g

Different ray generations are interm ixed in the vertex 
buffer, and thus final color com positing must be capa­
ble of bo th  extinguishing radiance (in case of shadows) 
and adding radiance (for reflections rays). Considering 
the case of a single point light source, shridows and one 
bounce of reflections additional to  ray casting, Ecpia- 
tion 1 shows one possible* simple compositing setup 
using fast hardw are blending (note th a t RGB^rc must 
be pre-m ultiplied w ith the p reflectivity to  get correct 
results) in only a single rendering pass.

R G B o u t —  (TO X R G B s r c ) T  (o^rc ^ R G B ^ s t ) (1)

1.0 for eye rays
0.0 for shadow rays
1.0 for reflected rays

R G B s r c  =
(R  srC5 Gsrci P.‘irc'} 
(TO. 1.0,1.0) 
p - ( R sre 1 GsrCi Ö sre

for eye rays 
for shadow rays 
for reflected rays

This equation lets shadow rays to  extinguish the con­
tribu tion  from prim ary rays. The case of more ray gen­
erations an d /o r light sources require different and a 
more com plicated com positing approach. Ray genera­
tions should be sorted and rendered to  mult iple render 
targets th a t blending passes may blend together.

5. R e s u l ts

Com parison of the distribution  of tim e spent^ in the 
shaders is sum m arized in Table 1. From these results

Í ,An other option is the use of GL_ARB_color_buffer-float 
extension, that widens the possibilities of custom blending, 
and also provides mechanism to disable clamping of color 
values before blending and use of negative alpha values.
§ The presented data is the % of executed instructions dis­
tributed between shaders, but since the hardware is run-

22



í

Ralovich et al /  Recursive Ray Tracing in Geometry Shader
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(a)

F igu re  4: (a) The required number of rendering passes equals to the recursion depth, 2 in the figure (blue, 
green, and pink frames represent the first, second, and possible third respectively). Each row depicts a different 
ray generation. Blue areas with dark dots represent the input of stages of a shader program (vertices, fragments) 
labeled by the task earned out in  that shader. Dark red fram e shows the m axim am  size each o f the ping-ponging 
VBs must be capable to accommodate. In  the presented case S \  b  = 512 x 512 x (2 +  1) x 64 bytes =  48 Mbytes, 
(b) Rendering time (in milliseconds) comparison o f our method with previous worlfi. The benchmark environment 
is the same as fo r  Table 3. We suspect that the 2-3 fold worse performance is due to our using o f “fa t ’’ (64 byte) 
primitives.

of naive intersection we conclude, th a t com putation 
times are limited by vertex shader, th a t is by the naive 
intersecting. This is a clear indication th a t more work 
may be loaded on the geom etry and fragm ent shaders.

The experim ents also showed th a t the pipeline is 
compute bound, wdth this am ount of com putation the 
cost of more tex ture reads may be covered transpar­
ently. This leaves us opportunities for improved shad­
ing calculations using BRDF sampling.

6. C o n c lu s io n  a n d  F u r th e r  W o rk s

4‘  ̂ generation C PU s are built on a unified device ar­
chitecture. T hat means the G PU  contains only one 
type of processing unit and th a t very same unit ex­
ecutes the diffeient types of shaders. I ’his mapping 
of com putations to  hardware resources would suggest 
that it does not mat ter w'hich type of shader we use to 
execute the com putations and tex tu re reads from, the 
performance should stay constant. Figure 4(b) show^s 
that this is not true, depicted are our vertex shader^ 
based results com pared to  the previous results® based

ning the  shader program s on th e  sam e unified processors 
this tran s la tes  to  accu rate  tim e m easures.
^ Shader wdiere th e  m ost expensive operation , th e  in ter­
section test is executed.

on the fragment shader. We have to conclude th a t us­
ing the vertex shader for intersection calculations is 
slower than  using the  pixel shader. I his is probably 
the side effect th a t we are using “fa t” vertices, each 
point prim itive is m ade up of 64 bytes. We have ob­
served although the geom etry shader also has some 
overhead, the vertex shader even w ithout a geometry 
shader perform s 2-3 tim es worse'' th an  the fragment 
shader (see Table 2. for m easurem ents of pure ray cast­
ing)-

Also moving the light source in the  scene incurs high 
variability in rendering tim es, this is due th a t the cost 
of shadow rays is highly dependent on the position of 
the light source.

Although efficiency of our setup is apparent, fur­
ther investigating should be conducted with the cur­
rent state-of-the-art space subdivision and partition­
ing m ethods (kD-tree, BVH, ray hierarchies, etc.) to 
enable fair comparison wdth previous techniques using 
full screen quads.

Extending our work in the future wdth a  best effi­
ciency scene hierarchy w-ould be very interesting.

O ur system may be optim ized to  calculate prim ary

On a Geforce 8600 GPU.
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intersections through rasterization of eye rays for the 
highest possible perform ance on the graphics hard­
ware. This would only require changing the first pass 
of the algorithm .

We found th a t implementing a ray tracer in a 
graphics API involves a notable runtim e overhead. 
This lim itation can easily be overcome once high 
perform ance stream ing com puting software (OpenCL, 
CUDA) gains more widespread availability.
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A p p e n d ix  A : Shader code

#def ine inVS () \
Ray ray=Ray(orig_t.xyz, dir_idx.xyz);\ 
Hit hit=Hit(uv_state.X , uv_state.y, \ 

orig_t.w,int(dir_idx.w));\ 
int state=int(uv_state.z); \
int type = int(uv_state . w ) ;

#define outVSO 
gl_Position 
orig_t1.xyz 
orig_t1 . w 
dir_idxl.xyz 
dir_idxl . w 
uv_ St ate1.xy 
uv_ St ate1 . z 
uv_state1 . w

gl_Vertex ; 
ray.orig; 
hit.t ; 
ray.dir; 
float(hit.idx) ; 
vec2(hit.u, hit.v); \
float(state) 
float(type) ;

\

void mainO
{
inVS() :
if(state == 0){
ray=Ray(cameraPos,normalize(vec3( 

gl_Vertex.x,gl_Vertex.y, -1.0)*rot3)) 
hit.t = INF; 
hit . idx = -1; 
state = 1; 
type = 0;
hit = intersect_grid(ray, hit.t);

}
#if defined(SHADOWS) II defined( 

RECURSION)
else if(state == 1) { 
hit = intersect_grid(ray, hit.t);

}
#endif 
outVS O  ;

}

L is tin g  3: GLSL code fo r  the vertex .shader.

24



Ralovich et al /  Recursive Ray Tracing in Geometry Shader

void main()
{

inGS () ;

if (state > 1) 
return;

ifdiit.idx = = -1) 
return;

emitPassThrough();

if (type != 0 II emitNoMore>0) 
return ;

#if defined(SHADOWS) II definedC 
RECURSION)

lookupNormal(hit , hitN); 
vec3 hitP = ray.orig + ray.dir»hit.t 

+ hitN*EPSILON;
#endif
#ifdef SHADOWS

vec3 toLight = lightPos - hltP; 
float lightDist = length(toLight); 
Ray shadowRay = Ray(hitP, toLight/ 

lightDist);
Hit shadowHit = Hit(0.0, 0.0, 

lightDist, -1);
state = 1; 
type = 1;

emitShadowRay () ;
#endif
#ifdef RECURSION

Ray reflRay = Ray(hitP, reflect(ray. 
dir, hitN) ) ;

Hit reflHit =Hit(0.0, 0.0, INF, -1); 
state = 1;

type -1;

emitRefIRay () ; 
#endif 
}

L istin g  4: GLSL code fo r  the geometry shader.

void mainO
{
Ray ray=Ray(orig_t2.xyz,dir_idx2.xyz); 
Hit hit=Hit(uv_state2.x,uv_state2.y,

orig_t2.w,int(dir_idx2.w)); 
int state = int (uv_st ate2 . z) ; 
int type = int(uv_state2 . w) ;

if (state < 3) 
discard; 

if(type == 0)
{
Ray eyeRay = ray;
Hit eyeHit = hit; 
if(eyeHit.idx == -1)
{
gl_FragColor = vec4(backgroundColor.

rgb, 0.0);
return;

}
vec3 eyeHitPosition = eyeRay.orig + 

eyeRay.dir * eyeHit.t; 
vec3 lightVec = lightPos - 

eyeHitPosition; 
lookupNormal(eyeHit , N); 
vec3 L = normalize(1ightVec);
float NdotL = max(dot(N, L), 0.0); 
vec3 diffuse = lookupTriangleColor( 

eyeHit.idx) ;

gl_FragColor = vec4(diffuse * NdotL, 
1 . 0 ) ; 

return;
}
#ifdef SHADOWS 
if(type > 0)
{
Hit shadowHit = hit; 
if(ShadowHit.idx == -1) 
discard;

gl_FragColor = vec4(-1,-1,-1, 0.0); 
return;

}
#endif
#ifdef RECURSION
{
Ray reflRay = ray;
Hit reflHit = hit; 
if(refIHit.idx == -1) 
discard;

vec3 refIHitPosition = reflRay.orig + 
reflRay.dir * reflHit.t; 

vec3 lightVec = lightPos - 
reflHitPosition; 

lookupNormal(refIHit , N); 
vec3 L = normalize(1ightVec);
float NdotL = max(dot(N, L) , 0.0); 
vec3 diffuse = lookupTriangleColor! 

reflHit.idx);
gl_FragColor = vec4(diffuse*NdotL 

*0.25 1.0);
}
# endif
}

L is tin g  5: GLSL code fo r  the fragm.ent shader.
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S cen e  ( # A ) V e r te x  S h a d e r  (% ) G e o m e tr y  S h a d e r  (% ) EV agm ent S h a d e r  (% )

rooms (12) 67.43 /  48.07 /  54.73 1.14 /  5.15 /  5.05 31.51 /  46.79 /  40.21

Cornell Box (36) 85.34 /  77.43 /  72.70 0.50 /  2.47 /  2.68 14.14 /  20.16 /  24.62

Knight in Box (646) 
(198 animated fram.es) 99.20 /  98.51 /  N A 0.03 /  0.18 /  N A 0.76 /  1.32 /  N A

T a b le  1: Computation tim e distribution between shaders using naive intersection testing. Numbers are fo r  ray 
casting, shadow casting and shadow casting unth single reflections with naive intersection testing (not using the 
uniform  grid). A ll images are ray traced in  512 x 512 viewport, all rays are intersecting the scene. GPU instrum en­
tation details are as reported by N V ID IA  P  erf HUD on a single Geforce 260 G TX, as an average of 50 independent 
experiments.

O u r  m e t h o d  w i th O u r  m e t h o d  w i t h o u t ® u s in g
p a s s t h r o u g h  G S G e o m e t r y  S h a d e r F r a g m e n t  S h a d e r

R ays /  second (m illion) 3.322,484 4.890,746 10.485,760

R ay sho o tin g  tim e  (m s) 78.9 53.6 25.0

T a b le  2: Pure ray shooting performance of different setups o f the graphics pipeline. A ll images are ray traced 
in  512 X 512 viewport, all rays are intersecting the Torus K not scene consisting of 1024 triangles. GPU time 
was computed asynchronously as reported by G L-EXTH im er.query on a single Geforce 8600, as an average of 50 
independent experiments (by removing the best and worst from  52 independent experiments).

Cornell Box Cornell K not Dragon Fairy Forest Happy B uddha Horse Stanford Bunny

# A 36 1,024 871,414 174,117 1,087,716 96,966 69,451

IR C 64.4 104 481 926 1283 526 295
|S C 213 381 824 1512 1390 714 419

a_____
353 664 2284 2314 1497 878 529

■|RC 17.5 26.8 149 590 777 211 109
|s c 48.5 75.3 327 712 708 312 182
í r tCu 119 222 1334 1623 1082 594 381

T a b le  3: Ray tracing performance in milliseconds. Numbers are fo r  ray casting (R C ), shadow casting (SC ) and 
shadow casting with single reflections (R T ). A ll images are ray traced in  512 x 512 viewport. GPU time was 
computed a.synchronously as reported by G L .E X TM m er-query on a single Geforce 8600. as an average o f 50 
independent experiments (by removing the best and worst from  52 independent experiments).
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Abstract
Several types of foam can he found both in nature and artificial environments: yet it is rare in computer graphics 
due to its complex nature. Modelling foam structure and dynamics by .simulating the underlying bubble .structure 
has a high computational cost. To model such a complex phenomenon we need to use serious simplifications while 
maintaining realism and detail.
In this paper we propose a method for rendering dense soap foam in real time. We first build a foam blob from 
realistic soap bubbles which has a solid inner structure. We use a hybrid method based on ray tracing and 2D bill­
boards to render dense foam constructed from hundreds of these blobs. To model foam behaviour and interaction, 
we present a simple particle based physics simulation approach. While our method is capable o f rendering foam 
featuring a large number o f bubbles, it has certain limitations we also discuss in this paper.

Categories and Subject Descriptors (according to ACM CCS): 1.3.5 [Computer Graphics]: Physically based model­
ing

1. Introduction

Presenting natural phenomena like smoke, fire or fluids in a 
realistic way is one of the toughest challenges of computer 
graphics. Even though the equations describing the physics 
of these phenomena are known, the exact calculations are too 
complex to perform in real time. Today’s graphics hardware 
requires some intuitive simplifications or artistic input to ef­
ficiently present these phenomena in real-time applications 
like computer games.

Bubble and foam simulation clearly falls into the above 
category. The structure of dense foam built of soap bubbles 
exhibits astounding complexity. While modelling a physi­
cally correct soap bubble is an easy task, building complex 
foam structures from individual bubbles cannot be done in 
real time on current hardware.

In this paper, we propose a method to render and simulate 
dense soap bubble foam. We give an intuitive simplification 
of foam structure which enables us to simulate realistic foam 
with the speed, detail and quality necessary for real-time ap­
plications. After the introduction and previous work, we give 
a short overview of bubble simulation, discussing the actual 
techniques used in our method in section 3, including our so­

lution for efficiently modeling multiple connected bubbles. 
Section 4 introduces the idea of building foam from blobs 
of soap bubbles. We discuss the structure of these blobs and 
provide two different methods of storing and rendering blob 
structure. In section 5, the technique of building actual foam 
of the blobs is discussed, including a basic physics simula­
tion described in section 6. In the next section we present our 
result, and provide possible enhancements and future work 
in further sections, including the conclusion of this paper.

2. Previous Work

Interference phenomena required to understand bubble 
physics were described by Dias '. Later, Glassner gave 
a thorough overview on several aspects of soap bubble 
physics, including soap film interference and geometric 
structure of multiple soap bubbles Most attempts to 
model bubble and foam structures are offline methods based 
on ray tracing and even these offline approaches  ̂use sim­
plified reflection model to render the inner dense parts of the 
foam to maintain reasonable rendering times.

Recent articles present real-time approaches and use the 
GPU to simulate bubble formations. Sunkel simulates a
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magnitude of hundreds soap bubbles in real time using sim­
plified reflection and lighting model

3. Realistic rendering of soap bubbles

3.1. Soap film interference

In order to simulate foam, we must first understand the 
physics of soap bubbles, and provide an efficient way to 
render soap films and bubble structures. Basically soap bub­
bles are gas trapped in a thin fluid layer. Because of sur­
face tension and the inside pressure of the contained gas, the 
surface of a bubble tends to be minimal. This means soap 
bubbles can be easily modelled by spheres; this is a com­
mon simplification used by most approaches. The interfer­
ence phenomenon on bubble surfaces can be understood by 
examining soap film reflection — light interference caused 
by reflection on two parallel surfaces. Usual soap films are 
1-2000 nm wide and have a refraction index of 1.4. Given 
these values, the intensity change of the reflected light can 
be calculated by the following equations.

4tc
ps = — nr/cosO;A.

Rf = \ — cos O/

Ir = IjARjsirC ps

The intensity change R depends on the incoming intensity 
/,, the reflection factor R f and the phase shift ps. The phase 
shift can be calculated using the wavelength X and the in­
cident angle of the light •Ö,, the index of refraction n and 
the film width d. The refraction index is calculated using 
a Fresnel approximation, the film width and the refraction 
index are constant (we can perturb the film width with ran­
dom noise to make the bubble more realistic, simulating film 
thickness changes caused by air pressure variation). By us­
ing these simplifications, the intensity change is only depen­
dent on the incident angle and the wavelength, so it can be 
easily computed or stored in a texture. We used the represen­
tative wavelengths of the RGB components, as it is pointless 
and inefficient to calculate the values over a continuous spec­
trum. Using these equations and simplifications, a soap film 
shader can be easily constructed.

3.2. Soap bubble geometry

As we saw earlier, a single soap bubble can be approxi­
mated by a sphere. However, for modelling bubble struc­
tures, we must compute the shared wall film between the 
bubbles. Based on Glassner’s observations, three soap films 
always meet at 120° angle and the mutual wall is spherical 
itself. First, considering two intersecting bubbles, we must 
determine this auxiliai7  sphere’s centre and radius. The eas­
iest approximation would be a simple planar soap film be­
tween the two bubbles. This is an acceptable approximation 
for distant bubble formations but unrealistic when examined

closely. In his article, Glassner gives a formula, in which he 
exploits the aforementioned 120° property. In a general sit­
uation without proper physical simulation, when bubbles are 
spheres of random radii, this rule does not hold. To overcome 
this we provide a simple but intuitive and visually convinc­
ing approximation.

Figure 1 shows the geometry in a 2D slice. We used a 
simple observation: the tangent is the angle bisector of the 
angle determined by the intersection of the spheres and the 
centres (AMCl). If we extend the bubble model by keeping 
this rule, but omitting the 120° restriction, we still get ac­
ceptable results with reasonable calculation complexity. The 
formulae given by this assumption are the following.

MD = rB\ 2 - 2
.r 'l+ rl+ A B "

2rArn

taMD 
rA ~ri)

A C = \lr l  + r l- 2rArc cos
d + p

4. Modeling foam using soap bubbles

4.1. Foam structure

While soap foam consists of several soap bubbles, the inner 
structure of the foam is so complex, that simply modelling it 
as individual bubbles is not a working solution. Today’s real­
time methods are capable of rendering hundreds of bubbles, 
but this is far from the complexity of dense foam. To over­
come this, we examined the macrostructure of soap foam. 
On a large enough scale, below the surface bubbles of dense 
foams, we see a nearly diffuse and opaque whitish body, hid­
ing the deeper microstructure of the foam. Our idea was to 
model a foam blob possessing this property. The surface of 
this blob is built of realistic soap bubbles, and the inside is 
approximated by an artist-drawn bubble texture representing 
the inner structure of the foam. This creates the impression 
of a dense interior with individual transparent bubbles pro­
truding from the blob.
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Figure 2: Using the distance impostor technique to model 
foam blobs

The outer bubbles are spheres drawn using the soap (ilm 
shader, including the walls between neighbouring bubbles. 
Due to the complex nature of the blobs, classic polygon- 
based rendering is not a feasible solution. On the other hand, 
classic ray tracing is too slow, as complex foam can contain 
thousands of bubbles. We needed a data structure to store 
bubble data that makes fast and efficient intersection of the 
blob and view rays possible.

4.2. Blob intersection using a distance impostor

Our first proposed method is based on the distance impos­
tor technique The original technique is used for calculat­
ing position dependent reflections using environment maps. 
It stores environment geometry in a cube map, and uses it 
to iteratively calculate surface points intersected by reflec­
tion rays. We imagine the foam blob as an entity trapped in 
a cube, represented by a cube map storing the distance be­
tween the blob surface and the centre in every texel. Now 
finding the intersection of the ray and the blob is the same 
problem as the one stated above, with one minor difference: 
our rays come from outside of the cube map, not from the 
inside.

As seen in Figure 2, R' is the original ray. We reverse the 
direction of this ray to get R. and place its origin x at the 
second intersection of the original ray and the blob's bound­
ing sphere. As the new ray points towards the near side of 
the blob (closer to the origin of R'), the iterative search al­
gorithm will find an intersection / on this side. Reading a 
distance value from the side closer to x would give a wrong 
intersection point. Therefore, running the original algorithm 
with the reversed ray will give the right result.

The required cube map resolution and iteration count de­

pend on the blob geometry. For a common blob consisting 
of 64 bubbles, which we used for testing, a resolution of 
64 X 64 and a maximal iteration count of 20 were adequate. 
When using smaller values, visible artifacts appeared near 
the intersection of the bubbles.

The di.sadvantage of the method is that we lose the inner 
structure of the blob as only the outer shell is stored in the 
texture. As a side effect, this allows the shape of the outer 
bubbles to be other than spheres. However, when rendering 
soap bubbles, this does not grant us an advantage, but makes 
further calculations — like intersection with the inter-bubble 
wall — impossible. This recognition motivated our second 
method. Instead of storing distances of the surface, we store 
the original bubble data, but we heavily reduce the number 
of necessary intersection calculations.

4.3. Blob intersection by storing bubble identifiers

Once again, we use a cube map to store blob geometry. But 
instead of distances, we just store an ID of the bubble vis­
ible from the outside in the given direction. We also have 
to store the bubble radii and centres in a separate texture or 
buffer. First we calculate the intersection of the ray and the 
bounding sphere, and then we have to find the bubble it in­
tersects first. This would allow us to use an iterative search 
similar to the one used in the distance impostor technique, 
but we found that a simple linear search is adequate. This 
is because finding any texel that contains the ID of the first 
intersected sphere is sufficient to get an accurate result. As 
seen in Figure 3, we divide the section of the ray inside the 
sphere to a fixed number of segments, and then start read­
ing the values from the cube map in the given directions and 
calculate the intersection of the ray and the corresponding 
bubble. The first intersection is the one we are looking for.

The advantage of this method is that in most cases, es­
pecially if the bubbles are nearly the same size, we will get
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the result in the first few iterations. Usually the loop ends 
in the first iteration when the incident angle is high (the ray 
goes through the middle of the sphere) and the required iter­
ation count increases as the ray gets further from the centre. 
Also nothing guarantees that we find the right intersection; 
in theory we can easily skip the right bubble during the lin­
ear search. However experiments showed that when using 
reasonably sized and evenly distributed bubbles, the results 
are acceptable. A 128 x 128 cube texture with 10 iterations 
produced minor artifacts comparable to the distance impos­
tor technique, and it was also slightly faster.

.Storing bubble IDs has another advantage over the dis­
tance impostor method: not only the first intersection, but 
also the intersection with interior walls between bubbles can 
be computed. When using distance impostors, we only pre­
serve surface geometry, which makes the representation of 
the precise sub-surface structure impossible. When using the 
bubble ID technique, we have the exact bubble geometry 
stored in a buffer. We can use this geometry to calculate in­
ner bubble walls. The linear search algorithm will yield a list 
of bubble IDs along the ray, if we do not stop it after find­
ing the first intersection. Consecutive bubbles in this list are 
most likely to form a mutual wall, which can be computed as 
described in Section 3.2 and intersected with the ray. This is 
also an approximate solution, as internal bubbles not stored 
in the ID map are not considered and small bubbles can be 
skipped by the linear search algorithm. However, with simi­
larly sized bubbles of a soap foam blob this rarely happens, 
and it does not influence visual quality.

4.4. Inner .structure and other details

Using any of the techniques presented above, the rendering 
of the blob is quite straightforward using ray tracing. We cal­
culate the intersection of the blob and the ray coming from 
the camera. Then we compute the incident angle of the ray 
and the surface normal in the previously calculated intersec­
tion point. We use these values and an environment map to 
calculate bubble reflections using the soap film shader. We 
can also calculate the internal walls for neighbouring bub­
bles. Finally we have to draw the inner structure using the 
bubble texture. It should be an artist-drawn image of small 
bubbles, representing the inner structure. The texture can be 
stored in another cube map. The sampling direction can be 
adjusted several ways as it is depending on the given blob 
and foam type. We used a weighted sum of two vectors. The 
first vector is the direction of the second intersection of the 
first intersected bubble relative to the centre of the blob. This 
spherically projects the texture onto the interior surface of 
the blob, which is what we get if we remove the outer bub­
bles. The second vector is the inverse normal of the bubble at 
the first intersection. This slightly distorts the original map­
ping based on the outer bubble geometry.

As stated before, the middle of the blob is opaque, while 
the outer bubbles are nearly transparent. To achieve this ef-

Figure 4: A foam blob rendered using the bubble id method

feet, the transparency of the inner texture is set according to 
the second intersection point’s distance from the inner and 
outer bounding sphere. In the middle of the blob, the second 
intersection of the current bubble is closer to the centre as the 
ray is almost perpendicular to the blob’s bounding sphere. 
Near the outer region, the intersection point is farther from 
the centre, so the blob will be more transparent there.

The last issue is the surface normal of the blob used for 
lighting equations. The nearly diffuse inner surfaee should 
slightly follow the wrapping surface of the outer bubbles, 
therefore we used a weighted average of the bubble’s normal 
and the blob’s bounding .sphere’s normal. However this and 
the other parameters mentioned before should be set accord­
ing to the actual blob structure and the desired foam type. A 
typical foam blob can be seen on Figure 4.

5. Rendering foam using foam blobs

Realistic dense foam needs to be constmeted from many 
blobs, so we need a fast technique to render them. While 
ray tracing the blobs could be straightforward, it would be 
too slow for large foam. We propose a method based on par­
ticle systems, that is capable of rendering hundreds of blobs 
real time. Blobs are rendered as 2D billboards. The ray from 
the eye position is calculated for all pixels of the billboard, 
and it is used to render the corresponding blob as described 
in the previous .section. This means we do not have to do 
the intersection calculations for all blobs, but also means we 
cannot calculate inter-blob reflections (which would be too 
slow to use in real time anyway).

The data associated with the blobs are stored on the graph­
ics card in a vertex buffer. The billboards are generated by 
the geometry shader using this data. The vertex positions in
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foam rendered using the proposed

world space are also calculated in the shader, and used in the 
pixel shader to get the view rays for every pixel. Besides the 
colour, the depth of the blob is also computed for every pixel 
to address problems of overlapping particles.

Since the blobs are transparent, we need to sort the parti­
cles according depth, in order to use alpha-blending. How­
ever, depth is different in the pixels of the billboards, so we 
have to do the sorting at pixel level. Depth peeling " is a 
technique rendering translucent objects. It basically accom­
plishes pixel level sorting by using multiple rendering passes 
to store multiple depth levels for every pixel. We use two 
buffers to store depth data. First we render the scene depth 
into the first buffer, and then render it again into the second 
buffer, but only those pixels that are further than the stored 
depth in the first buffer. Then we flip the two buffers and re­
peat. We store the blob identifiers in a third buffer, in a differ­
ent colour channel for each iteration. In the end, the n closest 
bubble identifiers will be in the final buffer. In the final ren­
dering pass we render the blobs in order with proper trans­
parency. While this method uses multiple rendering passes 
and it is generally slow, it provides a real-time alternative to 
ray tracing.

This method has one serious shortcoming in cases where 
multiple blobs overlap each other. Let's assume that we use 
three rendering passes (and store 3 layers of blob depths). 
Now imagine that the first three blobs are rather transparent, 
but there is a fourth, solid blob behind them. In this scenario, 
the resulting foam would be transparent, resulting a transpar­
ent hole in the foam. To overcome this limitation, we use an 
extra rendering pass to calculate the maximal opaqueness for 
all visible blobs. When we draw the diffuse foam texture, 
we use this value to plug the unwanted holes in the foam. 
The main disadvantage of this method is the resource con­
sumption. as we have to calculate intersection points for all 
blobs (however we do not calculate surface interference, re­
flections or wall geometry for these blobs). Figure 5 shows

dense foam. All the free parameters were set to grant visu­
ally appealing result.

It was not stated explicitly before, but blob rendering tech­
niques require the blob structure to be static. The blob tex­
ture is prerendered once and then used for all blobs. This 
means that all the blobs are the same (it is possible to use 
several blob textures to constmct a fixed number of different 
blobs). We used transfonnations to change blob size and ori­
entation. This can be easily done real time in the pixel shader 
during the intersection calculations and grants us more di­
verse foam. To store these transformations, only one addi­
tional float vector is required in the vertex buffer. We can 
represent the orientation as a quaternion and store it in a 
four-dimensional vector. The blob size can be the fourth, 
previously unused coordinate of the position vector. We can 
also use a transformation matrix to store more general affine 
transformations, but in our implementation it was unneces­
sary to do so.

6. Foam physics

To provide even the most basic physical simulation, we must 
render solid objects beside the foam. As we used environ­
ment mapping for reflections and refractions, solid objects 
must be rendered using a blending technique. We first ren­
der these objects, and then blend the foam over them without 
clearing the depth buffer. This is efficient but this does not 
handle reflections of solid object on bubbles, or the render­
ing of transparent objects like smoke or glass.

Figure 6: Foam formations sliding down on a slope

To simulate foam dynamics and present the characteristics 
of this rendering technique we created a basic but fast phys­
ical simulation based on particle dynamics. The simulation 
is able to handle inter-particle forces and outside objects. In 
the technical demonstration we presented a foam mass slid­
ing down on a slope (see Figure 6). Each blob has a posi­
tion, mass, and velocity, with forces acting between blobs 
and other objects. The blobs are represented by their bound­
ing spheres. If two blobs get too close, two types of force 
can affect them: if they are far enough an attractive elastic 
force arises, modelling the different parts of the foam stick­
ing together. However, if two blobs get too close, they col­
lide, resisting collapse and giving the foam a solid structure. 
By properly adjusting these forces and the gravity, a good 
approximation can be achieved for the desired foam type.
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The simulation is done on the CPU. Further exploration in 
this topic could yield more realistic results and boost perfor­
mance by implementing a physical simulation on the graph­
ics card.

7. Results

We implemented the technique using DirectX 10 and Shader 
Model 4.0 on an NVIDIA Geforce GTX 260 graphics card. 
We achieved real-time simulation (32 FPS) of 100 blobs and 
a total number of 22700 separate bubbles, using the bubble 
ID technique for calculating intersections. The various pa­
rameters like iteration count, texture size, and the number of 
bubbles in a blob were set to imitate soap foam to the high­
est possible fidelity without visible graphical glitches. Fur­
ther tweaking these parameters could result in performance 
increase, while maintaining acceptable graphic quality.

Figure 7: A box shaped form consisting o f5000 blobs

Using these same parameters, simulating between 100 and 
1000 blobs the FPS stays above a reasonable rate (around 
10). Figure 7 shows a foam formation of 5000 blobs and a 
total number of 1 135 000 bubbles, rendered at 5 FPS. Given 
these numbers, in the near future with further optimisations 
the real-time simulation of foam consisting of hundreds of 
thousands of bubbles could be possible.

8. Future work

The most serious limitation of the proposed technique de­
rives from the particle based approach. Our blobs are static 
entities with fixed size and structure, and when we start to 
divide the foam into smaller pieces comparable to the blob 
size, it leads to artificial and unnatural results. To overcome 
this, we propose a possible direction. First, we need a model 
to adjust blob .size dynamically, based on some physical ob­
servations. but not too complex to undermine the perfor­
mance. Another possible way is to locally increase and de­
crease the simulation resolution (the blob size in this ca,se)

by the local foam characteristics and viewer distance. Blobs 
inside a dense foam or far from the viewer could be merged 
together, or their simulation and render quality should be 
otherwise decreased, while larger blobs broken out of the 
foam should break up into smaller blobs.

9. Conclusion

Bubbles and foam are extremely complex natural phenom­
ena, the formation, motion and optics of which obey com­
plex physical laws practically impossible to simulate in real 
time. A visually convincing result, however, is feasible with 
clever data structures and subtle approximations. As with a 
wide range of natural geometries, the concept of impostors 
is very helpful. We have shown how a generic impostor tech­
nique -  the distance impostors -  can be modified to represent 
bubble clusters, and we also proposed a specialized repre­
sentation that exploits the fact that bubbles are spherical, and 
allows not only for a more accurate representation, but also 
for an approximation of internal foam walls. Furthermore, 
we de,scribed algorithms for the simulation and rendering 
of massive foam composed of the bubble clusters, based on 
particle systems and the billboard visualisation technique. 
Our method is capable of real-time rendering dense foam 
consisting of ten thousands of bubbles on modern graphics 
hardware.
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Abstract

This paper covers the graphical development o f the test applications created for the Turing Game project. Wfe 
present our rendering system including lighting, post processing, animation and camera setup. We also describe 
the non-photorealistic techniques we used to achieve stylistic rendering.

Categories and Subject Descriptors (according to ACM CCS): 1.3.7 [Computer Graphics]: Color, shading, shadow­
ing, and texture. Animation, K.8.0 [Personal Computing]: Games

1. Introduction

The Turing Game project is a research project that deals 
with artificial intelligence, human-computer interaction and 
human-computer collaboration. The main goal is to create 
a game-like application where human and computer play­
ers act together in a virtual world, they have tasks to do 
and these tasks usually need some kind of collaboration and 
thus communication. Human and computer players should 
use the same language for communication, preferably they 
should form a new language from a set of predefined signs 
by assigning meaning to them and mixing them together.

The first test environment was a simple game based on a 
the popular PacMan game. This game is a multiplayer game 
and allowed only human players. Human players are pac- 
mans and the goal of the game is to survive in a labyrinth-like 
environment where ghosts are chasing the pacmans. Pac- 
mans can neutralize ghosts with picking up power items 
or encircle a ghost. Communication is made with gestures 
(pointing and special actions), and facial expressions.

In this paper we describe the graphical techniques used in 
this test game. We used an open source 3D rendering engine 
called OGRE- and NVidia’s free physical simulation engine 
called PhysX'. All development was made in C-H-, and run 
on Windows platform using DirectX 9 and HLSL. The game 
has to offer high frame rates as it should run on middle class 
hardware too, which made us concentrate on rendering tech­
niques that has low computational costs. In the next sections 
first we introduce our lighting system, then our stylistic ren­

dering techniques. This is followed by the description of our 
post processing effects and animation system. The last sec­
tions cover collision detection and camera setup.

2. Lighting and shading

The main difference between the original PacMan game and 
our game is that our game uses 3D graphics; players can 
move freely in a three dimensional environment. Creating 
the graphical engine of a 3D application is a complex and 
time consuming work, especially if we would like to achieve 
a modem look featuring up-to-date rendering techniques. 
This is why we decided to use an open source rendering en­
gine that has all these features implemented. OGRE is a con­
stantly developed high quality engine that has a wide com­
munity making it an ideal choice for us.

OGRE has a flexible, scriptable material system support­
ing all formats of GPU shader programs we could use to 
implement our lighting methods. For static level geometry 
we used precalculated lighting stored in light maps. These 
maps were precalculated and saved to texture files by the 
3D modeler we used. Light maps usually have low resolu­
tion which cannot capture the lighting changes due to high 
frequency geometry features. In our case these features were 
modelled with normal maps, which can be used in light maps 
too. We modulate the radiance stored in the light maps with 
the cosine of the angle between the triangle normal and the 
perturbated surface normal read from the normal map. Thus 
we consider all precalculated irradiance as it would arrive
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from the triangle normal direction. Note that a more pre- 
ci.se solution can be achieved with storing several light maps 
each storing incoming radiance from a given direction and 
combine them during rendering''. This method can also sup­
port light mapping for specular materials, but needs special 
tools to calculate these light maps. This technique supports 
only static lighting, thus for the dynamic lights present in 
the .scene (which were also used for communication pur­
poses) we added their contribution with per-pixel Phong- 
Blinn lighting.

For dynamic objects we needed a different approach. Dur­
ing lighting the static geometry we used a lot of light sources 
which did not affect final rendering time due to the use of 
precalculated lighting in light maps. However, for dynamic 
objects only a few light sources can be taken into account 
to maintain high frame rates. Though we could select a few 
significant light sources, or take into account only the clos­
est ones (OGRE supports this automatically), we used an 
even simpler solution. We treated these light sources as en­
vironmental light sources and also used precalculation for 
them. The most obvious way would be the use of environ­
ment mapping with which high quality indirect lighting ef­
fects can be achieved'^ However, this requires a frequent up­
date of an environment map (or even a distance impostor) 
or interpolation between several precalculated environment 
maps. Interpolated environment maps would produce satis­
fying frame rates, but this technique would be hard to au­
tomate with our tools, and OGRE also does not support it 
automatically, so we used an even simpler solution.

Lighting of dynamic objects was handled with a special 
two dimensional light map texture that was calculated for a 
diffuse white plane placed half of character size above the 
ground. Eor any shaded point of a dynamic object we can 
calculate, light map coordinates from its world space coor­
dinates and use the stored light intensity for static lighting. 
This method is only an approximation, but since in our scene 
the characters are moved on a plane and light sources are 
placed relatively high above the character the result was sat­
isfying and had really low computational costs. Figure 1 il­
lustrates this lighting technique with a box placed at different 
positions in the virtual world. The effect of dynamic light is 
added to precalculated lighting just like in case of level ge­
ometry.

The effect of dynamic objects on static geometry is usu­
ally handled with some shadow computation method. We 
used the built-in shadow volume feature of OGRE which 
creates high quality sharp shadows. In our case we again 
mn into the problem of having too many light sources. We 
should have one or two signilicant light sources for shadow 
computation, but these are hard to select. Thus we created 
a separate light source dedicated to shadow computation. 
This light source does not give any light contribution to the 
shaded scene, it only produces shadows, and it is placed high 
above the center of the level. Again as our static light sources

are placed high above the character this approximation is not 
annoying, but shadows help us a lot in the interpretation of 
the three dimensional space.

Figure 1: Precalculated lighting of a dynamic box object.

3. Stylistic rendering

Though we used realistic lighting, we wanted to give a 
cartoon-like look to the game. Stylistic rendering can give 
an extraordinary look, which catches the eye and inspires 
the user to try the game. Further more using an abstracted 
rendering style some communication features like facial ex­
pressions are easier to interpret than in a realistically shaded 
lighting.

For static level geometry we used simplified textures with 
large area features to provide a sufficient background for dy­
namic objects rendered with special render techniques. As 
textures are only used for level geometry we saved a lot of 
texturing and UV mapping work in case of our character 
models.

3.1. Cell shading

For our player characters we used a technique similar to cell 
shading. Cell shading mimics traditional cartoon painting 
with mapping smooth lighting values to discrete shades to 
create the characteristic flat look. In practice we calculate 
the luminance value of total outgoing radiance of the shaded 
point (assuming that the surface color is white) and map 
this scalar value with a gradient map created by the modeler 
artist. This gradient can have both smooth and sharp tran­
sitions, but for a flat look sharper transitions are preferred. 
Figure 2 shows two objects rendered with the described cell 
shading method and their gradient maps.

3.2. Contour detection

Cartoon paintings have dark outlines and contour lines 
which should also be rendered. These lines can be gener­
ated from the triangle mesh emphasizing the edges where 
the sign of the dot product of the view direction and the nor­
mal vector of two adjacent triangles changes. We can also 
take into account edges which became contour edges with
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Figure 2: Fruits rendered with cell shading and their gradi­
ent map.

a little perturbation of the view direction (these are called 
suggestive contours’). This technique requires huge amount 
of CPU processing in each frame, so a more GPU friendly 
and lighter method should be used. The dot product of the 
view vector and the shaded normal can be determined eg. by 
the fragment shader in each pixel. Where this dot product is 
smaller than a threshold value the pixel contains a contour 
line. This technique gives satisfying results only if the ge­
ometry is well tessellated (see Figure 3) which has a great 
impact on performance, so we used a different method and 
used image-processing for outlining.

values and the x and y components of the normal vectors. 
The filter size and contribution of the depth value and nor­
mal vector differences should be carefully adjusted to get 
the desired effect. The final difference image is inverted and 
multiplied with the rendered image. Figure 4 shows the in­
verted difference images of depth values and normal vectors 
and the final composited rendering (Figure 5 shows screen 
shots taken from the final game using stylistic rendering).

As distance objects show aliasing artifacts and their out­
lines should be less intensive as for nearby objects they are 
lightened proportional to camera distance. To have thinner 
outlines for far objects filter size can also be adjusted accord­
ing to camera distance. To further reduce aliasing artifacts 
the normal and depth buffers should be rendered using dou­
bled resolution and aliasing will be automatically performed 
by hardware texture filtering.

Figure 3: Siluette detection using the facing ratio (the dot 
product of the view vector and the shaded normal) o f shaded 
points. The cherry model on the right is highly tessellated 
which results in higher quality contours.

Figure 4: Contour detection with image processing, a.: con­
tours detected from the depth buffer, h. : contours detected 
from the surface normals, c.: final contour image combining 
a. and b., c.: final composed image.

We used a method similar to Decaudin's method"* to detect 
outlines from per pixel normals and depth buffer. Silhouette 
edges can be thought of as discontinuities in the depth buffer, 
while crease edges are discontinuities of the normal vectors. 
To detect these discontinuities per pixel normals and depth 
values should be stored and some kind of edge detection fil­
ter should be applied to them. We tried several filter types 
and filter sizes to find the balance between performance and 
image quality and finally we used a difference of Gaussian 
filter with setting the standard deviation of one of the Gaus- 
sians to zero (which means the original image). The depth 
buffer and normal buffer were stored in a single texture so 
Gaussian filtering can be performed parallel on the depth

3.3. Fldge preserve filtering

Beside stylistic rendering we tried a different approach to 
achieve a stylistic look; we rendered the scene with realistic 
shading and used image processing with special filters on the 
rendered image. Our implementation is based on the work 
of Kyprianidis and Döllner’ . Automatic image abstraction 
is done with an orientation-aligned separable bilateral filter­
ing and a final color quantization provides the cartoon-like 
look. This approach aligns the bilateral filter with the local 
structure of the image, thus the separable implementation of 
the filter first filters in the direction of the gradient and then
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Figure 5: Screenshots from the application.

Figure 6: Edge preserve filtering. Left: original rendered image. Right: image after filtering and contour detection.
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in the direction of the tangent. This approach eliminates the 
horizontal and vertical artifacts of the original xy-separable 
bilateral filter .̂ To construct the tangent field first a Sobel 
filter is used to approximate the derivatives, then the struc­
ture tensor is computed, which is smoothed with a separable 
Gaussian filter and finally the tangents are computed from 
the smoothed tensor. To avoid color bleeding artifacts the bi­
lateral filtering is performed in Y’CbCr color space, which 
also makes color quantization easier. We used the same con­
tour detection technique as described in 3.2.

The strength of this technique is the use of separable fil­
ters only which provides good performance. OGRE also has 
a good scriptable post processing framework to support these 
image processing tasks. However the computational cost is 
still too high for some configurations, and the complexity 
of the shaders also required Shader Model 3 GPUs, which 
could not be a minimum requirement for the game. For these 
reasons this technique remain an interesting but experimen­
tal only feature. Figure 6 shows the results of the edge pre­
serve abstraction filtering technique.

4. Post processing effects

o gre 's post-processing framework, and image composi­
tion helped a lot to create some special effects of the game. 
One of these effects was the "visualization of the power". 
When a player picks up a power item we should indicate 
somehow that this player has gained some special abilities 
and can neutralize ghosts for a sort time. We wanted a col­
orful swirling aura to appear around these characters as well 
as around the power item itself. We visualized a force field 
similarly between two players who got close enough to each 
other and can encircle and neutralize the enemy together.

To draw this aura first we identify the objects that need 
this aura and draw them to a separate image with an ani­
mated color texture. Depth values should be checked with 
the depth buffer of the entire scene. We render the force field 
as a cylinder. This image is then smoothed with a separated 
Gaussian filter, and finally added to the original image. Fig­
ure 7 illustrates the compositional method to visualize the 
power auras.

We also added a depth of field effect with post-processing, 
which blurs objects that are out of focus with a depth based 
Gaussian filter. We set the focus at a fixed distance, the dis­
tance of the player's character. In our Gaussian filters we 
used importance sampling to enhance quality*.

5. Animation

Character animation plays an important role in our game as 
it is the only way of communication between players. Play­
ers can point at something in 3D space or can do special ac­
tions. These were created with skeletal animation and skin­
ning. Characters can also express basic feelings with facial 
expressions which were implemented with vertex blending.

Figure 7: Rendering steps of the power aura visualization, 
a.: objects with power rendered to an image, b.: blurred 
power image, c.: original rendering, d.: rendering with 
power visualization, e.: visualizing the force field between 
tw’o characters.

5.1. Skeletal animation

Skeletal animation and vertex skinning are well supported 
by the OGRE engine. Keyframe skeleton animations can 
be saved from the most common modeler programs and 
can be played by the engine automatically. Software vertex 
skinning is also automatically performed on the CPU. but 
hardware skinning can also be used by an appropriate GPU 
shader program.

Pointing in an arbitrary direction with the character's 
hands can be solved with inverse kinematics, but unfortu­
nately this is not implemented in OGRE so we used a sim­
pler method. Instead of solving the equation system of in­
verse kinematics we used forward kinematics and anima­
tion blending. In animation blending (which is a built in 
feature of OGRE) several animations of the same skeleton 
are played simultaneously and their effects can be added to­
gether with weighting. To implement pointing we created 
poses that point to the main directions of the 3D space (Fig­
ure 8), and in runtime we combine three of these main poses 
with proper weighting for a given pointing direction. The
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final result will be correct and requires negligible compu­
tational power. On figure 9 a green double arrow, which is 
controlled by a pointing device (which can be mouse, a game 
pad or a Wii controller), denotes the point where the charac­
ter points. To reconstmct this point in 3D space we use the 
mouse screen coordinates, the depth buffer and the inverse 
of the camera transform.

Figure 9: Pointing with a character in the game. The main 
poses are blended together to create an arbitrary pointing 
direction.

5.2. Facial animation

Facial expressions are the second way of communication in 
our game. For example the player can express his satisfac­
tion or disappointment about the actions of another player. 
The most common way to create facial animation in games 
is to use skeleton animation or to use blend shapes. We used 
both techniques. We created and animated a bone for the 
chin and used blend shapes to mimic the effect of facial mus­
cle activity.

We created four main expressions which can be mixed to­
gether: happiness, sadness, anger and fear (figure 10). These 
expressions can be weighted and added together automati­
cally by OGRE (figure 11 shows some mixed expressions of 
our character model). These expressions can be controlled 
by buttons, however in this case defining the mixing ratio is 
problematic, so only one expression will be used at a time. 
Another solution is to create some user interface component 
with which mixed expressions can be easily set, or expres­
sions can even be detected from a video sequence taken from 
a webcam. Our final implementation uses only one expres­
sion at a time and uses buttons to activate them. Facial ex­

pression detection was also supported with the help of an ex­
ternal library called FaceApi. Using discrete expressions did 
not prove to be a disadvantage as expression mixing does not 
play a great role in fast communication.

Figure 10: Face models of the main expressions. From left 
to right: anger, sadness, fear and happiness.

Figure 11: Facial expressions created with blending the 
main expressions.

6. Collision detection

Out game characters can move freely in a three dimensional 
environment. To prevent characters penetrating into each 
other and the scene geometry collision detection and han­
dling is needed. Unfortunately OGRE does not implement 
collision detection, so we used PhysX to handle collisions. 
The level geometry was approximated with boxes, and the 
characters were approximated as capsule shapes. We created 
a script for the modeler we used to export the collision boxes 
of the scene geometry (which were defined by the modeler 
artist) into a text file, and the application builds up the phys­
ical representation from this file.

Camera movement also needed some special considera­
tions. The game uses a third person tracking camera setup, 
which places the camera behind and slightly above the 
player character. This camera setup can be disturbing when 
the player gets occluded by other objects, this usually hap­
pens if the player is close to walls for example. To overcome 
this we used PhysX's features (ray object collision testing) 
to detect if the player is occluded by an object (typically by 
walls in our case) viewed from the camera, and move the 
camera closer and upper in front of the occluding object. 
Though this limits camera placement, it totally eliminates 
occlusion artifacts which is much more disturbing.

7. Conclusions

A modern game should have high quality graphics and 
should use high performance techniques to provide real-time
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Figure 8: Character poses for the main pointing directions.

frame rates on various platforms. On the other hand graph­
ics programming can be very complex and cover various ar­
eas like lighting and rendering, animation and physics. For 
a small game developing project the most efficient choice is 
to use open source or free frameworks to save developing 
time. OGRE and PhysX proved to be a good choice for us, 
they provide enough capabilities to implement our rendering 
techniques without writing too much engine code. Stylistic 
rendering also proved to be a good choice as it saved us a lot 
of digital content creating work and also gave a unique look. 
We used techniques that can easily be implemented without 
writing special preprocessing tools, runs at high frame rates 
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Abstract
When rendering lighting effects of homogenous participating media with single scattering, like light shafts or 
sun rays, the visibity o f the light source is the most important factor determining the appearance o f the image. 
In real-time applications, this visibility term is typically found using depth shadow maps. A.r a depth shadow 
map is a sampled representation of the shadowing geometry with a finite resolution, aliasing artifacts emerge. 
For surface shading applications, numerous shadow map filtering techniques have been proposed, including both 
post-filtering (most notably percentage closer filtering) and pre-filtering approaches (e. g. variance shadow maps). 
However, when rendering volumetric phenomena, the shadow map is sampled in a characteristically different way. 
In this paper, we investigate the properties of the radiative transport equation with respect to visibility .sampling, 
and propose pre-filtering techniques for shadow maps, along with the modified ray marching algorithms that 
exploit the extra information stored in the processed maps. These achieve similar image quality with less samples 
and with better frame rates.

Categories and Subject Descriptors (according to ACM CCS); 1.3.7 [Computer Graphics]: Three-Dimensional 
Graphics and Realism

1. Introduction

Rendering volumetric light transport phenomena, or partici­
pating media, has become one of the main challenges in real 
time graphics. As the processing power of graphics hard­
ware now allows for a convincingly accurate simulation of 
solid surface retlection effects, even under complex lighting 
conditions and various material properties, it is also possible 
handle more subtle volumetric effects for increased realism. 
At the same time, the computation of these effects is inher­
ently more complex. To find the color of a pixel, it is not 
enough to locate a single visible surface point, but we must 
aggregate light scattered towards the eye from every point 
along the ray. How much light arrives at these points also 
depends on the participating media.

In this paper, we examine the use of shadow mapping to 
determine the visibility of light sources while rendering par­
ticipating media. To this end, we do not consider volumetric 
effects not closely related to shadows. Specificially, as it will 
be discussed in detail in Section 1.1, we neglect emission, 
multiple scattering and inhomogenities of the medium. The

effects rendered under these assumptions are usually known 
as light shafts or sun rays, and they are among the most spec­
tacular and ubiquitous features in real-time applications.

1.1. Radiative transport in participating media

There are four phenomena that can influence the radiance 
travelling towards the eye along the ray: absorption, out- 
scattering, in-scattering and emission. In this paper, we do 
not discuss emission effects. Photons originating from light 
sources may collide with the particles of the participating 
medium. The probability of this happening over a path of 
unit length is described by the optical density x. After a col­
lision, the photon may be absorbed or scattered, the latter 
happening with probability a. which is called the albedo. 
The medium is homogenous if the density and albedo do not 
depend on the location. The probability density of the scat­
tering direction is defined by the phase function P((o',to), 
where co' is the incoming and co is the outgoing direction.

Let us consider a ray of equation x{s) -= xq -t- (os, where .xq
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if the ray origin, w is the ray direction co expressed as a unit 
vector, and í  is the ray parameter in range [0, S], It is also true 
thatx(5) is the eye point, xq is the surface point hit by the ray, 
and 5 is the distance between the two. The medium behind 
the visible surface point, where 5 < 0, cannot contribute to 
the radiance at the eye.

The change of radiance L{x,(X>) along this ray in non- 
emis.sive homogeneous participating media is expressed by 
the radiative transport equation*

dL (Jf(.s),®)

Thus we get

di
=  -T(x(.?))L(T(.r),(o) +

t x(Í(a'))u (T(s-)) I L{x(s),a ') P(a/,(i))d(o'.

This integro-differential equation is difficult to solve since 
the unknown radiance appears in derivative, normal, and 
integrated forms. .Such equations can be solved by Monte 
Carlo methods'^, but they are far too slow for real-time appli­
cations.

However, there is a wide class of participating media sce­
narios where significant simplifications can be made, and 
an analytic solution can be obtained. Firstly, density x and 
albedo a can be considered constant if the medium fills all 
empty space evenly. This is true in the case of dust hovering 
in the air, water in an underwater environment, or fog out­
doors. If the density is also low, then indirect, scattered light 
arriving at a point is negligible compared to direct lighting. 
Therefore, multiple scattering can be ignored. These two as­
sumptions mean that every considered light path consists of 
two segments passing through a homogenous medium: one 
from the light source to the point of scattering, and one from 
there to the eye.

Furthermore, real-time applications usually work with the 
abstract light source model. That is, directional and point 
light sources are assumed, and the direct illumination can be 
found by evaluating a form factor analytically. The visibil­
ity of the light sources is typically determined using shadow 
maps. For the simplicity of discussion, we assume a single 
abstract light source. Multiple light sources can be handled 
by summing the contributions of individual light sources.

With the above assumptions, the in-scattering term

I L  (.7(i), to') P((a', co)dco'
á'

can be substituted with

flight f (®light;CO

where Z-ught is the unoccluded direct incoming illumination 
due to the abstract light source, which does not depend on 
scene radiance or geometry. Function v is the binary visi­
bility factor. The directional integral has been eliminated be­
cause Z,(.f(i),co') is a Dirac-delta function, which is zero ev­
erywhere except for C0]jgf,i, the direction of the light source.

dL (jf(.r), co) 
dj =  -xL(T(i),co) f

+ XrtLj]ght(x'(5), C0]jght)v(.x(5))F(c0iight, co). (1)

In such a low-density, evenly distributed medium, volu­
metric scattering produces a high variation pattern in the 
image only if the lighting also has a high variation. That 
is, there should be dark, shadowed parts and brightly illu­
minated regions. This typically happens when strong light 
arrives into a restricted area of a relatively dark environ­
ment. In this scenario the visibility v of the light source 
becomes the most important factor. Therefore, the accuracy 
of the shadow mapping technique used to determine light 
source visibility is the most critical in these cases. For this 
reason, when investigating shadow map filtering techniques 
for rendering volumetric phenomena, we choose the prob­
lem of single scaterring in a homogeneous medium as the 
test environment. In immersive real-time applications, this 
phenomenon manifests as light shafts or sun rays.

The differential equation 1 can be solved analytically (the 
correctness of the solution can be proven by inserting it back 
into Equation 1):

L(jc(s),co) = e~ ’̂ ''L{xo,(i)) +

+ y^L|igh,(x(i),cO|igh,)v(.x(i))P(®iigh,,co)e-“ ''*'^~-'''dj. (2)
b

The integral on the right hand side of the equation can be 
approximated with a finite Riemann .summation

L{x (s),(£>) k  e~^''L{xQ,(ű) +

Z.iight(yn,i*hjght)v(y«)F(c0]jght,(t))i — xnAvAs, (3)
n=0

where the step size is As -- S/N, i.e. it is the length of the 
ray divided by the number of sample points [yo,...,.VA'-il- 
.Sample points are located on the ray at

yn =xo + {N -  n)As.

Note that we chose the indexing of the summation to start 
near the eye and increase with the distance.

The Henyey-Greenslein model is a widely used approxi­
mation for the phase function P(a>\ co):

Phg{w',®)
1 3(1-g ^ ) (^1+(c6-ro')-)

4'^2(2 + g2)(, , g2_2g{(í).ö')))^

where g is the model parameter called anisotropy which de­
fines the average cosine of the scattering angle. Dust, fog, 
water, or similar phenomena exhibit very little anisotropy;
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as the viewpoint moves, we do not expect a change in light 
intensity. With g — 0, we get the Rayleigh phase function

This is the phase function we used in our implementation. 

1.2. Shadow maps

Shadow mapping"’ is the most prevalent way of rendering 
shadows in real time. It is a two-pass method. First the shad­
owing geometry is rendered into a shadow map texture so 
that the surface that is visible from the lightsource is pro­
jected onto the shadow map texels, also called lexels. Every 
lexel stores information about the position of the surface ele­
ment, typically in the form of a depth coordinate or distance 
from the lightsource. Together with the shadow map texture 
coordinates of the lexel, these are enough to encode the .3D 
position. Thus, the shadow map is a sampled representation 
of shadowing geometry.

In the second, final pass, the scene is rendered with con­
ventional shading, but the contribution of a lightsource is 
modulated with a visibility factor obtained from its shadow 
map. The visibility of a shaded point is determined by pro­
jecting it onto the shadow map, and comparing it to the shad­
owing geometry sample there. This yields a binary visibility 
factor. If z is the position of the light source, and 5(z —>.?) is 
the depth value read from the shadow map at direction z —*x 
then the visibility factor is

v(x) if 5(z- 
if5(z- < rz--=fi

Shadow maps have a finite resolution, and sampling ar­
tifacts arise. Shadow contours will follow lexel boundaries, 
resulting in disturbing jagged edges, exhibiting a noise pat­
tern at the frequency of shadow map sampling. This high- 
frequency noise can be filtered out by a low-pass filter. How­
ever, there is a very important caveat. It is the binary visibil­
ity factor that we want to have filtered, which depends on the 
depth values stored in the shadow map strongly non-linearly. 
Thus, on a conventional shadow map, only post-filtering -  
that is, filtering after point-sampling -  can be applied. This 
is called percentage closer filtering^ as the result is the 
ratio of shadowing sample points compared to which the 
shaded surface point is closer to the lightsource. With just 
four sample points, bilinear filtering can be applied, which 
is hardware-supported on GPUs. For better quality results, 
more samples are needed, but making use of the texture 
gather feature and cache coherence, these techniques are 
feasible, robust, and therefore popular in real-time applica­
tions.

In order to make pre-filtering possible, the contents of the 
shadow map have to be extended and reinterpreted so that 
linear filtering is allowable over it. The idea that allows this 
is that of variance shadow maps'. Instead of storing depth

values (the filtering of which is meaningless in itself), a dis­
tribution of depths is stored in every lexel. Thus, a new ran­
dom variable D is introduced, and the visibility factor is 
defined to be the probability Pr(D > t) of D being larger 
than depth t of the shadowed point. The distribution is rep­
resented by its first two moments, that is, the mean value M\ 
(which is, before filtering, identical to the orginal depth) and 
the mean squared M2. The variance of the distribution can 
be obtained from the moments as

o- = M 2-M ?.

Using Chebyshev’s inequality an upper bound, can be ob­
tained for the probability Pr(t > D) of a point at depth t be­
ing behind the occluding surface

Pr(; > D ) <  Pmax(/) ^ (4)o2 t ( / - M |) -
when t > M \ .  This has been shown to be a close approxima­
tion for shading surface points in practice. Thus the visibility 
can be expressed as

v(T) = Pmax (,K ■ •? l)

0
if 5(z ■ 
if 5(z - >.?) < |z -x |

A shadow map that contains both moments can be pre­
filtered with conventional texture filtering methods ranging 
from mipmapping to separable Gauss filtering. This will 
maintain the concept of the texel values representing a distri­
bution of depth values, only over a larger area. During final 
rendering, a single texel has to be sampled to compute the 
Pmax value and obtain a visibility estimate.

2. Previou.s work 

2.1. Ray marching

We can approximate the volumetric rendering equation with 
a ray marching method that iteratively evaluates Equation 3. 
For every pixel of the final image, a ray is shot from the 
eye, sampled at regular intervals, summing the contribution 
of individual samples.

Light source

Viewer

Figure 1: Rav inarching.

The algorithm executes the following steps (Figure I):
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1. In every pixel it determines the visible surface point and 
its reflected radiance.

2. It iterates along the ray from the surface to the camera 
making small steps. In a particular sample point on the 
ray

• the shadow map is queried for visibility factor v (y„),
• in-scattering term f>ijght(.Vn.C0|ight)i’(0 ) i ig h t ic o m ­

puted,
• absorbtion factor from the sample point to the

eye is obtained, and
• their product is added to the accumulated radiance.

3. The accumulated radiance is stored in the pixel spear­
headed by the ray.

2.2. Interleaved sampling

Tóth and Umenhoffer have proposed an image-space filter­
ing technique using interleaved sampling'' which can be 
considered a post-processing technique from the point of 
view of shadow map sampling. Samples of neighboring pix­
els are reused, allowing for a better overall sampling with 
very few samples evaluated for a pixel. However, this tech­
nique blurs the edges of light shafts and it may suffer from 
minor artifacts near shaft edges.

3. New algorithms

For shadow maps, pre-filtering techniques, most notably 
variance shadow maps, have been used successfully in real­
time applications. They trade expensive shading-time filter­
ing for a relatively cheap pre-processing of the shadow map, 
unavoidably losing some information and accuracy.

Classic shadow map filtering techniques like percentage 
closer filtering and variance shadow maps are useful to elim­
inate aliasing of the visbility factor in volumetric rendering 
just like when shading surfaces. However, in Equation 2, the 
visibility term is integrated, effectively realizing a kind of 
filtering along the ray. Indeed, the cross-section contours of 
light shafts do not show up directly on the final rendered 
image, and they are mostly unimportant for visual quality. 
However, the integral itself is sampled when performing ray 
marching, the effects of which can be very much visible as a 
layering pattern percievable in light shafts. Shadow map fil­
tering also alliviates this problem to some extent, as it partly 
works as a filtering over the eye ray. However, a filtering 
technique that specifically aims to concentrate all process­
ing power for filtering along the ray should perform better.

Our idea is based on applying pre-filtering on the shadow 
map that serves the purposes of ray marching. During march­
ing, integration is carried out along rays originating from 
the eye. In the shadow map's image space, these rays all 
start from the transformed position of the eye, which may 
or may not be within the shadow map. Thus, pre-filtering

Figure 2: Layering artifact due to a large marching step.

along these rays would be accomplished using a radial filter­
ing pass. For ease of discussion, we will refer to a half-line 
originating from the eye in the shadow map space as a spoke. 
There are a lot of eye rays that map to the same spoke. They 
are aligned on one of the planes that contain both the light 
source and the eye. When rendering from the eye, such a 
spoke plane would be visible as a line on the screen.

4. Radially filtered variance shadow map

As described in the previous section, eye rays are mapped 
to spokes in the shadow map, originating from the eye po­
sition transformed into shadow map space. When evaluat­
ing Equation 2 using ray marching, we need to pre-filter 
the integrand to reduce sampling artifacts. As integration is 
performed over a ray, filtering should also happen over this 
domain. Even though we cannot pre-preprocess the shadow 
map with respect to one particular eye ray, if we filter along a 
spoke then it can be considered a filtering for all rays mapped 
to that spoke. This can be accomplished using a radial filter­
ing step on the shadow map, which is an image processing 
procedure that can be efficiently perfomed by the graphics 
card. A full-viewport quadrilateral has to be rendered to a 
render target texture, where pixel shaders sample the input 
image according to a one-dimensional filter kernel along the 
spoke direction. In order to allow for the pre-filtering of the 
shadow map data, we have to use variance shadow maps, 
that is, we also need to store the second moments.

During ray marching, we are sampling the shadow map 
along the ray with a certain sampling frequency. Accord­
ing to the Shannon-Nyquist sampling theorend, the sam­
pling frequency must be the double of the highest frequency 
component of the sampled signal, in order to avoid aliasing. 
Thus, our pre-processing should ideally realize a low-pass 
filter cutting off frequency components above the half of the 
sampling frequency of ray marching.

The ray marching algorithm always uses a fixed number
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of samples. According to Equation 2, the integration is per­
formed up to ray length 5. However, it would be a waste of 
resources to evaluate samples which are not mapped onto the 
shadow map, as the incoming light term, and consequently 
the contribution of the sample will be zero. Therefore, we 
can clip the ray onto the view faistum of the projection 
with which the shadow map has been rendered. This can 
be done using the Cohen-Sutherland clipping algorithm'’, 
which must be implemented in the shader that performs ray 
marching. Every clipped ray segment maps to a segment of 
a spoke. Dividing the spoke length with the number of sam­
ples taken along a ray will therefore yield an upper bound 
for the sampling period of ray marching. Knowing this sam­
ple period, we can adjust the kernel size of the pre-filtering 
to match the Shannon-Nyquist criterion.

5. Root finding methods

Viewer

Light source

Figure 3: .Shadow entry and exit points.

As a ray travels through .space, it may enter and exit the 
shadowed volume multiple times, but the complete ray can 
always be separated into homogeonously lighted and shad­
owed segments. The information we actually need to ob­
tain from the shadow map is where these segments start 
or end, that is, where the ray crosses the shadow volume 
boundary (see Eigure 3). This means we need to find where 
8{z —► x{s)) -  |z — .?(i)| changes sign. If 5 ( ? x{s)) is pre­
filtered to get 5*(z —> x(s)) as described in the previous sec­
tion, then S* can be considered a smooth continuous func­
tion, on which root finding methods may work effectively. 
This involves specifying a search segment, and then subdiv­
ing it recursively by taking a new sample within the segment.

Shadow depth function

Figure 4: Subdivision with the regula falsi method.

If one of ihe neighboring sample points is lighted and the

other one is in shadow, we can use the regula falsi root find­
ing method to insert a new sample between them (see Fig­
ure 4 for a depiction of the subdivision process, and Figure 5 
for the nomenclature of the subdivision formula). Let us de­
note the difference of the shadowing and the shadowed depth 
as

y(s) = | |z - í ( í ) | - 5 * ( z ^ x ( j ) ) | .

If the two original sample points arex(.si) and xfii), the new 
sample point is computed as

^(At) =
7(s^ ( í i )+ 7 ( í i )T(í 2)

Y(í i )+Y(í 2)
The subdivi.sion can be repeated until all sample distances 
are below a desired quality threshold.

However, we do not only need to find one root, but all 
of them. Between two samples which are both shadowed or 
lighted, a differently illuminated segment is always pos.si- 
ble. Classic root finding methods are useless here, as a linear 
interpolation yields no intersections over the segment. Intu­
itively, there is a higher chance of finding a sample point 
with lighting different from that of the endpoints where the 
ray is nearer to the surface, that is, where y{s) is smaller. 
However, this heuristic fails to recognize that the location of 
shadow boundaries is a more important factor. We can guess 
if a shadow boundary is nearby if we use variance shadow 
maps, and the second moments have also been radially fil­
tered. In this case we can compute tha variance of the shad­
owing depth, which can be used in the Chebyshev inequality 
(Equation 4). Thus we obtain an upper bound for the proba­
bility of a point in the neaghborhood of a sampling point be­
ing in shadow. In case of a lighted sample point, this is also 
the probability of a shadow boundary being in this neighbor­
hood. For the opposite case, we can exploit the symmetry of 
the situation, and extend the definition of pmax to be valid 
when 5(5 ^  .t) <  |5—x|.

When subdividing the segment between the sample 
points, we can use the pmax probabilities as weights to com­
bine the endpoint so that the new sample will be closer to the 
more uncertain endpoint.

Our measurements with recursive root finding algorithms 
implemented on the graphics card provided disappointing 
results, ranging from no improvement to an outright 50%
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Shadow depth function with uncertainty meaning the step size should be

Figure 6: Subdivision step for satnpie points with idenlicai 
visihiiity.

performance loss (see Section 7 for details). Finding a root 
typically requires at least three or four texture fetches. With 
the ray crossing ten shadow boundaries, that already means 
thirty texture fetches, comparable to what would provide 
acceptable quality images with stragihtforward ray march­
ing of a filtered map. Thus, with this low initial number of 
samples, it is difficult to reduce it further using an adaptive 
scheme. What little can be gained is quickly outweighted by 
the overhead costs. Recall that straighforward ray marching 
is a simple, iterative algorithm. Firstly, managing a recursive 
algorithm in a GPU shader adds significant instruction count 
and storage needs. Higher storage may mean less threads 
running concurrently. Second, samples are taken randomly 
instead of reading them linearly along the ray. This is detri­
mental to texture cache coherence.

As ASn loaR
log 1 -  Pmax

However, function —l/log (l — a ) can be approximated 
by a linear formula in range [0.3,0.99] within a 20% error 
margin, and for lower pniax values we err on the safe side 
again by not allowing the step size to go infinitely large. 
Thus, a simplified linear formula for the step size can be 
written as

A-S =  PmaxASiYún +  (  ̂ “  /tmax)A.Smax,

mum step sizes. The choice of these parameters should de­
pend on the shadow map resolution, the scene complexity, 
and the desired quality, just like sample number N  in the 
original ray marching algorithm. The number of samples is 
not necessarily constant any more, but it remains between 
*S’/Aimax and 5/AS|ron-

Thus, with a radially filtered variance shadow map, and 
very little modification of the ray marching algorithm, it is 
possible to decrease the number of required samples signifi­
cantly.

6. Adaptive marching

Despite the failure of root finding methods to provide a 
speedup for ray marching, the idea of the variance shadow 
map to be used to predict the local variability of the lighting 
can be used for an easy trick. Instead of marching the ray in 
uniform steps, we may take larger steps where the shadow 
boundary is far and depth has a low variation, and making the 
samples denser where the probability of crossing a shadow 
boundary is large. Recall that the pmax value obtained from 
a variance shadow map was an overestimation for the proba­
bility of a surface point being visible from the light. If we ex­
tend the pmax formula to be valid where the depth is less than 
the mean, it overestimates the probability of a surface point 
being in shadow. We know that the depth function is stored 
in a shadow map, so we can assume, without the loss of ac­
curacy, that the ray can be divided into segments of length 
Asmn> within every one of which light source visibility is 
constant. We also err on the safe side if we suppose that the 
visibility of different segments is statistically independent. 
Value 1 — pmax underestimates the probability of a point be­
ing in shadow. The probability of all points being in shadow 
over L segments is underestimated by (1 — pma\)^- Symmet­
rically, \id  < M\, the same formula applies for all segments 
being visibile. Thus, (1 — p,m\)^ underestimates the proba­
bility of no visibility change over L segments. If we specify 
that this should remain over a parameter R, for the number 
of allowed segments we get the formula

log/?

7. Re.sults

We made measurements in two test scenes. The first is 
the Buddha scene (Figure 7) with a polygon count of 
160K, but a fairly simple shadow pattern with a single 
occluding object. The second is the Fan-in-room scene 
(Figure 8), where the triangle throughput was not a limiting 
factor, but shadow casters had high depth complexity. 
Images were rendered in 640 x 480 resolution on an 
NVIDIA GeForce GTX 260 graphics card. The algorithm 
parameters were tuned to work without observable ar­
tifacts, thus they all rendered visually indistinguishable 
images. As the frame rate depends on the position of 
the camera, we conducted several experiments. Average 
frame rates (frames per second) can be summarized as:

Buddha scene Fan-in-room scene

Ray marching 99 144
Root finding 48 147
Adaptive steps 162 458

L <
log 1 — pma\

The difference between the performance of ray marching 
is due to the different polygon counts of the two scenes, it 
is in fact the case that the second scenario required more 
ray marching samples. In the Buddha scene, the sampling 
algorithm based on root finding heuristics exhibited a dismal 
performance, where there were very few shadow boundaries 
to find, so the resulting sampling was just a uniform 
sampling created in a convoluted way, and the overhead of 
the algorithm did not pay off. Ray marching with adaptive 
steps, on the other hand, could reduce the required sample
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count, and achieved a speedup of 60%. In the Fan-in-room 
scene, the depth pattern was more complex, and the root 
finding heuristics could make up for its drawbacks, but it 
could still not outperform straighforward ray marching. The 
adaptive steps algorithm, on the other hand, could render 
three times as many frames in a second as the original ray 
marching method, as it could distribute the samples exatly 
where they were needed.

Figure 7: Sun rays in the buddha scene.

Figure 8: Light shaft in the fan-in-room scene.

simplicity of the ray marching algorithm and avoid the over­
head that might negate or reverse the gains.

It is left to future work to investigate other shadow 
map pre-filtering techniques, for instance minimum-mean- 
maximum filtering, that might allow for an even better pre­
diction of shadow boundaries as variance shadow maps. We 
also plan to improve the radial processing idea into a method 
that eliminates the approximation of the ray marching sum­
mation and discards the filtering approach in favor of an ex­
act, geometric one.
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Abstract
This paper proposes a multi-dimensional adaptive sampling algorithm fo r  rendering applications. Unlike impor­
tance .sampling, adaptive sampling does not try to mimic the integrand with analytically integrable and invertible 
densities, but approximates the integrand with analytically integrable functions, thus it is more appropriate fo r  
complex integrands, which correspond to difficult lighting conditions and sophisticated BRDF models. We develop 
an adaptation scheme that is based on ray-differentials and does not require neighbor finding and complex data 
structures in higher dimensions. As a side result o f  the adaptation criterion, the algorithm also provides error 
estimates, which are essential in predictive rendering applications.

1. Introduction

Rendering is mathematically equivalent to the evaluation of 
high-dimensional integrals. In order to avoid the curse of 
dimensionality, Monte Carlo or quasi-Monte Carlo quadra­
tures are applied, which take discrete samples and approxi­
mate the integral as the weighted sum of the integrand values 
in these samples. The challenge of these methods is to find a 
sampling strategy that generates a small number of samples 
providing an accurate quadrature.

importance sampling would mimic the integrand with the 
density of the samples. However, finding a proper density 
function and generating samples with its distribution are 
non-trivial tasks. There are two fundamentally different ap­
proaches to generating samples with a probability density. 
The inversion method maps uniformly distributed samples 
with the inverse of the cumulative probability distribution of 
the desired density. However, this requires that the density 
is integrable and its integral is analytically invertible. The 
integrand of the rendering equation is a product of BRDFs 
and cosine factors of multiple reflections, and of the incident 
radiance at the end of a path. Due to the imposed require­
ments, importance sampling can take into account only a sin­
gle factor of this product form integral, and even the single 
factor is just approximately mimicked except for some very 
simple BRDF models. Rejection .sampling based techniques, 
on the other hand, do not impose such requirements on the 
density. However, rejection sampling may ignore many, al­
ready generated samples, which may lead to unpredictable

performance degradation. Rejection sampling inspired many 
sampling methods 5 2s 1,20.22.27 (jjg gQ̂ ,-
text of Metropolis sampling there have been proposals to 
exploit even the rejected samples having re-weighted them 
M). 11) 17,13 Hierarchical sampling strategies attack product 
form integrands by mimicking just one factor initially, then 
improving the sample distribution in the second step either 
by making the sampling distribution more proportional to the 
integrand  ̂ -- or by making the empirical distribution
of the samples closer to the continuous sample distribution
1, 20, 27

An alternative method of finding samples for integral 
quadratures is adaptive sampling that uses the samples to de- 
flne an approximation of the integrand, which is then analyt­
ically integrated. Adaptation is guided by the statistical anal­
ysis of the samples in the sub-domains. Should the variance 
of the integrand in a sub-domain be high, the sub-domain 
is broken down to smaller sub-domains. Adaptive sampling 
does not pay attention to the placement of the samples in 
the sub-domains. However, placing samples in a sub-domain 
without considering the distribution of samples in neighbor­
ing sub-domains will result in very uneven distribution in 
higher dimensional spaces. On the other hand, variance cal­
culation needs neighbors finding, which gets also more dif­
ficult in higher dimensions. Thus, adaptive sampling usually 
suffers from the curse of dimensionality.

The VEGAS method is an adaptive Monte-Carlo tech­
nique that generates a probability density for importance
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sampling automatically and in a separable form. The reason 
of the requirement of separability is that probability densi­
ties are computed from and stored in histogram tables and 
s number of 1-dimensional tables need much less .storage 
space than a single i-dimensional table.

This paper proposes a multi-dimensional adaptive sam­
pling scheme, which:

• works with vector valued functions as well and does not 
require the introduction of simple scalar valued impor­
tance unlike in importance sampling algorithms,

• is simple to implement even in higher dimensions,
• has small additional overhead both in terms of storage and 

computation, because it does not require complex data 
structures or neighborhood searches as other adaptive al­
gorithms,

• provides consistent, deterministic estimates with small 
and predictable quadrature error (the term unbiasedness 
is not applicable for deterministic sampling algorithms).

2. Previous work

Adaptive sampling: Adaptive sampling uses samples to ap­
proximate the integrand, thus concentrates samples where 
the integrand changes significantly. The targeted approxi­
mation is usually piece-wise constant or piece-wise linear 

Image space adaptive sampling was used even in the first 
ray tracer and has been improved by randomization and 
by the application of information theory tools Adaptive 
sampling methods should decompose the sampling domain, 
which is straightforward in 2D but needs special data stmc- 
tures like the kd-tree in higher dimensions

Ray- and path-differentials: A ray-differential means the 
derivative of the contribution of a path with respect to some 
variable defining this path. Igehy introduced ray-differentials 
with respect to screen-space coordinates Ray-differentials 
were used in filtering applications where the differentials de­
fine the footprint of the samples, i.e. the domain the filter. 
Suykens generalized this idea for arbitrary sampling pa­
rameters defining the path. Photon differentials also use 
this concept to enhance radiance estimates in photon map­
ping. We note that unlike these techniques, we do not use 
path-differentials in this paper for setting up filters, but to 
guide the sampling process.

Error estimation in rendering: In predictive rendering we 
need not only an estimate of the image, but also error bounds 
describing the accuracy of the method Unfortunately, the 
computation of the error of a rendering algorithm is even 
more complex than producing the image Error analysis 
was proposed in the context of finite-element based radiosity 
methods ■' For Monte-Carlo methods, we can use the 
statistics of the samples to estimate the variance of the esti­
mator. For deterministic approaches, in theory, the Koksma- 
Hlawka inequality could be used. However, due to the in­

finite variation of the typical integrands in rendering, this 
provides useful bounds only in exceptional cases

3. Propo.sed sampling scheme

For the sake of notational simplicity, let us consider first a 1D 
integral of a possibly vector valued integrand f { t )  in the do­
main of [0,1]. Suppose that the integration domain is decom­
posed to intervals ... ,A^^  ̂ and one sample point

is selected in each of them. The integral is estimated in 
the following way:

1

/ f { t ) d t !
M

)a('-). ( 1 )

Figure 1: The error o f  adaptive sampling is the total area o f  
triangles o f  bases A, and heights that are proportional to A/ 
and to the derivative o f  integrand f .

Looking at Figure 1, we can conclude that the error of the 
integral is the sum of small triangles in between the inte­
grand and its piece-wise constant approximation, which can 
be expressed as follows if derivative f '  exists:

i m d t - t f { t ^ ‘̂ )A^‘
M 

1̂ 1

,i i )y
(2 )

We minimize the error with the constraint YÜt\ =  1 
using the Lagrange multiplier method. The target function 
that also includes the constraint is

i=l

Computing the partial derivatives with respect to Â '̂  and 
making it equal to zero, we obtain:

|/'(r< '))|A «=;k, /=  1,2,...,M ,

thus, the variation in all sub-domains should be equal, i.e. 
the sampling scheme should concentrate samples where the 
integrand changes quickly.

3.1. Extension to integrands typical in rendering

The integrand of rendering is defined in a high-dimensional 
path space, which is transformed to a ű-dimensional unit 
cube Id. A  point in the unit cube is denoted by u -
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(mi The integrand is high-dimensional, can only be
point sampled, but together with point sampling, its deriva­
tive can also be obtained according to the concept of ray- 
differentials.

Adaptive sampling should decompose the integration do­
main, i.e. the unit cube to M sub-domains. Sub-domain / has 
edge lengths A|‘\ ... and volume

a^ " = aí') - . , . - a;;.

Each sub-domain contains a single sample from which 
the integral is estimated as:

v ( ' )

/
U

'hxii)T(u)du a: J^F(u^'^)A'
,■=1

(3)

In order to find the error of this multi-dimensional integral, 
we approximate the integrand by the first-order Taylor series 
in each sub-domain:

F (u )w F (u ,) l L  h u d - i i jb -
d--l

Substituting this approximation into the quadrature error, we
get:

. M
/ F (u )d u -

U

M 1) 

i=\d=\

3F(u('>)
dud

aI')
^ a(').

2

(4)
We minimize this error by finding the sub-domain sizes 

satisfying the constraints that sub-domains are disjunct
and their union is the original unit cube.

If sub-domain Â '* is subdivided along axis d, the error is 
reduced proportionally by

(Í) 3F(u*''
ditu

a« a(').

To maximize the error reduction, that sub-domain and di­
mension should be selected for subdivision where this prod­
uct is maximum. As each sub-domain stores a single sample, 
the reduced error can also be assigned to the samples. Sam­
ples are generated one-by-one. When we are at sample uy, 
the integrand as well its partial derivatives are computed, and 
each sample is given the vector of possible error reductions:

e<'') = K’...
The maximum error reduction with respect to alt samples 
and dimensions tells us which sub-domain should be subdi­
vided and also specifies the axis of the subdivision. The sub- 
domain is subdivided generating new samples in the neigh­
borhood of the sample associated with the subdivided cell.

3.2. Sample generation and sub-domain subdivision
In order to explore the integration domain and establish the 
subdivision scheme, we take a low-discrepancy series 'A

We work with the Halton series, but other low discrepancy 
series, such as the Sobol series or (r,m,i)-nets with t -  0 
could be used as well For the 1D Halton sequence in base 
B, the elemental interval property means that the sequence 
will visit all intervals of length (k + 1)B“ ^) before
putting a new point in an interval already visited. As the se­
quence is generated, the algorithm produces a single point in 
each interval of length B ^ \  then in each interval of length 
B~^, etc.

For a D-dimensional sequence of relative prime bases 
S i, . . .  ,S/j, this property means that the sequence will insert 
a sample in each cell

[^iSr'^ ', (k, 4 l ) S - ' '‘) X ... X lk,jBJ-,'^",(k„ 4-1 )Sy"'’)

before placing a second sample in any of these cells. The 
elemental interval property thus implicitly defines an auto­
matically refined sub-domain structure, which can also be 
exploited in adaptive sampling.

If we decide to subdivide the sub-domain of sample i 
along coordinate axis d, then the following new samples 
must be generated:

/4  ^ S « ^  / ^ 2 ^ s « ^  . . . ,  ( B d - l ) f l B ^ / .
d-1

áb

ii>
S2

«,=0
«,=0

/ ’x

/t,-l
R,=0

1 2
/ l \

1 3 5

1

1 2/ l \  / \  
1 3 5 2 4

Bases: B .-2 , S,=3
/t,= l B r ' Ri=2

Figure 2: Evolution of samples and their corresponding sub­
domains in 2D with a Halton sequence o f bases B] = 2 and 

=  3.

In Figure 2 we show the evolution of the cell structure in 
2D as new samples are introduced. First, we have a single 
sample j  1 in a cell of volume 1 (R\ = 0, R2 =  0). Then, 
this cell is subdivided along the first axis where the basis is
B\ =■ 2, generating a new sample j t Br 2 .

Simultaneously, the size of the cell is reduced to half (R] =  
I.B2 = 0). In the third step, the cell of sample j  I is 
subdivided again, but now along the second axis. This hap­
pens by producing new samples 7 = 1 I Bj"^' B^^^ = 3 and 
7 = 1  ) IB f'^ 'B f^- --- .3, with cell sizes as (Bj =  1 .B2 =  1). 
Finally the cell of sample 7 = 2 is subdivided into two parts.

The sampling process can be visualized as a tree (Fig­
ure 2) where upper level nodes are the subdivided sub- 
domains, and leaves are the cells containing exactly one
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sample. The number of children of a node equals to the cor­
responding the prime basis number of the Halton sequence. 
Although only leaves are relevant for the approximation, it 
is worth maintaining the complete tree structure since it also 
helps to find that leaf which should be subdivided to reduce 
the error most effectively. In upper level nodes, we maintain 
the maximum error of its children.

The generation of a new sample is the traversal of this tree. 
When traversing a node, we continue descending into the di­
rection of the child with maximum error. When we arrive at 
a leaf, the dimension which reduces the error the most is sub­
divided and the leaf becomes a node with children including 
the original sample and the new samples. While ascending 
on the tree, the maximum error of the new nodes are propa­
gated.

The recursive function implementing this scheme gets a 
node c. Calling this function with the root node, it generates 
a new sample that reduces the integration error the most, and 
updates the complete tree as well:

Process(c)
if (c is a leaf)

/ = sample id of this leaf
(R \...... Rp) =  subdivision levels of this node
(Ei ____Ell) = errors of this node
Find the dimension d of the highest error Ej 
for f- =  1 to Brf — I do

Generate sample with id j  =  i -I- 0̂ '*
Compute F{Uj) and the partial derivatives 
Add sample j  as child to node c 

endfor
Update subdivision levels in sample i
Update error in sample i
Add sample i as child to node c

=  maximum error of the children
else

Find the child node c r̂st with maximum error 
Find the second largest error Eseamd 
£'■ = max( Process(Cf,„,), Esccond ) 

endif 
return

end

This algorithm works in arbitrary dimensions. In order to 
use the method, first we have to map the integration problem 
to the unit cube, and have to establish the formulae for com­
puting the derivatives. This seems complicated, but in fact, it 
is quite simple. When we have the program of evaluating the 
integrand, the derivatives can be obtained by simply deriv­
ing the program code. In the following section, we discuss a 
simple application of the method for environment mapping.

3.3. Robustness issues
So far we assumed that the derivative exists and is an ap­
propriate measure for the change of the function in a sub- 
domain. This is untrue where the function has a discontinuity

or when the sub-domain is large. From another point of view, 
a consistent estimator should decompose a sub-domain even 
if the derivative is zero at the examined sample when the 
number of samples goes to infinity. To obtain this behav­
ior, a positive constant is added to the derivative before the 
error is computed. This constant is reduced as size of the 
sub-domain gets smaller, corresponding to the fact that for 
smaller sub-domains the derivative becomes a more reliable 
measure of the. change of a function.

Note also that the derivative does not exist where the in­
tegrand is discontinuous. This is typically the case when the 
integrand includes the visibility factor. Ignoring the visibil­
ity factor in the derivative computation, we can still apply 
the method since we use the derivatives only to decide the 
“optimal” decomposition of the integration domain, and not 
directly for the estimation of the integral. If the decomposi­
tion is not “optimal” due to the ignored factors, the method 
will still converge to the real value as more samples are in­
troduced, but the convergence will be slower. In theory, it 
would be possible to replace the product of the derivative by 
more general estimates of the integration error, but they also 
have added cost.

The proposed method uses the Halton sequence which 
can fill D-dimensional spaces uniformly with 0{\og^N/ N) 
discrepancy. However, we cannot claim that our method re­
mains similarly stable in very high dimensions. The problem 
is the index generation needed to find additional samples in 
the neighborhood of a given sample, can result in fast grow­
ing sequences So we propose application fields where the 
dimension of the integration domain is moderate.

4. Application to environment mapping

Environment mapping computes the reflected radiance of 
point X as

L(x,C0) = J L™'̂ ((ű̂)/r(cű̂x,(ű)cos0fv(x,cű̂)dto\
a

where Q. is the set of all directions, L^'"'{(b') is the radiance 
of the environment map at illumination direction co  ̂ fr  is 
the BRDF, is the angle between the illumination direc­
tion and the surface normal at shaded point x, and v{x,&') 
is the indicator function checking whether no virtual object 
is seen from x at direction to', so environment lighting can 
take effect. We suppose that the BRDF and the environment 
lighting are available in analytic forms.

In order to transform the integration domain, i.e. the set 
of illumination directions, to a unit square ii],ii2 G |0 ,1], 
we find a parametrization co'(«] ,1/2). We shall consider dif­
ferent options for this parametrization, including a global 
parametrization that is independent of the surface normal of 
the shaded point, and BRDF based parametrizations where 
the Jacobi determinant of the mapping compensates the vari­
ation of the BRDF and the cosine factor.
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The integral of the reflected radiance can also be evaluated 
in parameter space:

I I

L(x.w) = J j (&' {ui,U2))R{u\,U2)v{x,(a' (u\,U2))diiidit2-
0 0

where

/?(«!, «2) =  fr{(ü'{ui,ll2),X,Íh)cOsQ'^{u\,U2)
3(0

 ̂du\du2
is the reflection factor  defined by the product of the BRDF, 
the cosine of the angle between the surface normal and the 
incident direction, and also the Jacobi determinant of the 
parametrization.

The derivatives of the integrand F = L™'' ■ v of environ­
ment mapping are {d — 1,2):

3F ^ ,env3F
aUij auj ouj

Thus, we need to evaluate the derivative of the reflection fac­
tor and of environment lighting. The derivative computation 
is presented in the appendix. The visibility factor is piece- 
wise constant, so its derivative would be zero.

5. Results

The environment mapping algorithm has been implemented 
using the Direct3D 9 framework and run on an nVidia 
GeForce 8800 GFX GPU.

In environment mapping, adaptive sampling generates 
points in a unit square according to the product form inte­
grand

Lf’"'{(ű'[u\,U2))fr((i>'[u] ,l42),X,(h) C0s6 j (m] —
OU\OU2

that includes the environment illumination, the cosine 
weighted BRDF and the Jacobi determinant of the mapping.

Figure 3: Samples generated with BRDF parametrization 
displayed over the transformed integrand which simplifies to 
D ”̂ é'{uuU2)).

In Figure 4 we compare the adaptive sampling 
scheme involving global parametrization and diffuse BRDF 
parametrization to classical BRDF sampling. The proposed 
adaptive scheme has significantly reduced the noise. BRDF 
parametrization is better than global parametrization as it au­
tomatically ignores that part of the integration domain where 
the cosine term would be zero.

Finally in the bottom row of Figure 4 we demonstrate 
the adaptive sampling approach in specular surface render­
ing. This figure crrmpares classical BRDF sampling, adap­
tive sampling with global parametrization, and adaptive sam­
pling with Phong parametrization.

6. Conclusions

This paper proposed an adaptive sampling scheme based on 
the elemental interval property of low-discrepancy series and 
the derivatives of the integrand at the samples. The deriva­
tives provide additional information to the sampling process, 
which can place samples where they are really needed. The 
low-discrepancy series not only distributes samples globally, 
but it also helps refining the sample structure locally without 
neighborhood searches.

Having generated the samples and evaluated the integral, 
we have all information needed to evaluate equation (4). 
which provides error bounds for the estimate. Such bounds 
are badly needed in predictive rendering applications.
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Appendix: Derivative computation

6.1. Global parametrization
In the case of global parametrization the unit .square is mapped to 
the set of directions independently of the local orientation of the 
surface. The incident direction is obtained in spherical coordinates 
(j) = 2Ttwi, 0 =  TCws- which are converted to Cartesian coordinates of 
the system defined by basis vectors i.jdc.

a '{ u \.U 2 )  =

iC0s(2lt«i) sin(ro<2 ) + )sin(2jtHi).sin(jt«2) + kcos{lUi2)- 

The derivatives of the incident direction are as follows:
3(5'
3m 1 =  —27tisin(27CMi)sin(7CH2)-f27i)cos(27tui )sin(7iU2).

In Figure 3 we depicted the samples assigned to a sin­
gle .shaded point. Samples and the transformed integrand are 
shown in parameter space. Note that the proposed adaptive 
sampling scheme places samples at regions where the illu­
mination changes quickly and also takes care of the stratifi­
cation of the samples.

3m'
3m2 : msin{2jtui)cos(JtU2) + 7cy'co.s(2jtMi) cos(jtM2) — itisin(TCM2).

(.“i)
The Jacobi determinant of the global parametrization is

3m

3u]3m2 ; 2ji“ sin6 =  2rc^sin(7iU2).
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BRDF sampling Adaptive sampling 
global parametrization

Adaptive sampling 
BRDF parametrization

Figure 4: Diffuse objects (upper and middle row) and specular objects (bottom row) rendered with BRDF sampling, adaptive 
sampling with global parametrization, and adaptive sampling with diffuse BRDF parametrization.

6.2. Diffuse BRDF parametrization

We can also use the parametrization developed for BRDF sam­
pling. The illumination direction is generated in the tangent space 
of shaded point x. defined by surface normal Ny, tangent and bi­
normal Sf, and it should mimic the cosine distribution:

w' = fycos(2mii)y/u2 + Bxsin(2nii])ffÜ2 + Nxs/1 — W2- 

The derivatives are: 

dco'
bin -2it7jsin(2jtwi )i/ « 2  + 27tSjCos(27t«] )-yM2 -

1^  _ - c o s ^  g -sin(2Hu,)

The .lacobi determinant compensates the cosine term: 

30) 7t K

du}du2 cos6jf s /1 — ÍÍ2

6.3. Specular BRDF parametrization

In case of a Phong BRDF, the direction is generated in reflection 
space defined by the reflection direction

Wr = 2Nx(Nx &)-&

and two other orthonormal vectors 7> and Br that are perpendicular 
to tűr. The mapping should follow the (tűr ■ to')" function:

'(U],U2) = frCOs(2KU\)\l 1 — (I — Wi) +

Br sin(2ttl(i)\/l — (I — IÍ2 ) ' -1- fOr(l — 1(2 )" "  • 

The derivatives are obtained as:
3(0'
bu

= — 27t7>sin(2ji»i)\/1 — (I — Us)"' 1 -f

2tiBrCos(2itui) Y I — (I — 1/2)"" ■

Ll
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=  frC0it(2nui)-
OU2 ( ; ! +  I ) y  1 —(1 — /it) ” *'

Br sin(27t»i ’ ü)r-

(7)

The Jacobi determinant of the mapping is 

dw 2n
r)u\du2 (n I I)(Wr a>')” (n f l)(l -  U2 )"^'

6.4. Derivatives of the reflection factor

The reflection factor includes the Jacobi determinant of the map­
ping, so it must be discussed taking into account the parametriza- 
tion. If we use diffuse BRDF parametrization for a diffuse surface, 
the Jacobi determinant will compensate the cosine term, making the 
reflection factor constant, and consequently its derivative equal to 
zero. Similarly, the specular BRDF parametrization of a specular 
surface also results in a zero derivative. For more complex BRDFs 
that have no exact importance sampling, we can still use BRDF 
parametrization of a similar BRDF, for example, that of the diffuse 
or the Phong solutions. Of course, their Jacobi determinants will not 
fully eliminate the BRDF and the cosine term, so we have some 
non-constant function that needs to be derived.

Let us now consider global parametrization, where the Jacobi de­
terminant is 2k~ sinrtUT. If the material is diffuse with diffuse reflec­
tivity ijif, and the surface normal at the shaded point ,v is the 
partial derivatives of the reflection factor including the BRDF, the 
cosine term, and the Jacobi determinant, are (d =  1,2):

dK / d&'
dui = 2Tî kdi[ 1

fdS)' \
sin(7t«2)du2 = 2trkM (

(9»2

I sin(KW2).

)s(ltU2)  ̂■

if a ' ■ IVy > 0 and zero otherwise. The derivative of the incident 
direction is given in equation (.“i).

The derivatives can also be computed for specular BRDFs, for 
example, for the Phong BRDF:

B = 2jt̂ kspoc (a' ■ (Or)’’ sin(3lU2)
where kspcc is the specular reflectivity. Applying the rules of deriva­
tion systematically, we gel:

M '
~  =2tt^nl:,pec-(&'■&,}" ' ( ^ ■

dK
du2

= 2l^nkspx (a ' - a ,)" '

dui

dia'

sin(7t«2).

2lt̂ kspcc (a' • ar)"cos(n«2).

a,. ) sin(rcu2)-f

6.5. Derivatives of the environment lighting

The environment lighting may be defined analytically or by a texture 
map.

6.5.1. Simple sky illumination
For example, a sky illumination with the Sun at direction msun can 
be expressed as

L''"''(a') = + L,m(Ca' ■ Msun)-'
where and Lsun are the sky and sun radiances, respectively, and s 
is the exponent describing the directional fall-off of the sun radiance. 
With this environment radiance, the derivatives of the environment 
lighting are (if =  1.2):

.. /3Ö'-5f-sun{ta 'tOsun)̂_ s u i i v '̂  y I — .vHOMrf V auj

6.5.2. Texture based environment lighting

If the environment lighting is defined by a texture map, we first 
project it into a spherical harmonics basis:

L“ ''((0') = j : / .r> '/ ’(cos0)+

E E f-S'Tricose.sinl-mit))) t ^  E^Li,7F/"(cos0.cos(m(t>)).
f I

where Y"' are the spherical harmonics basis functions.

Global spherical angles (|i and 0 can be expressed as 
X >•COS0 =  Z. COSlj) = sinffl =

vT
where .x.y.z are the components of the incident direction vector 

m'(ui.«2) = {x{u\.U2).y{u\.U2).z{u\.U2)). '

The derivatives of the environment requires the derivatives of the 
spherical basis functions. In practice the number of bands I is quite 
small, thus it is worth pre-computing these basis functions in alge­
braic form by hand.

The first 9 spherical basis functions are obtained as:

=  0.282095

y ,- ' =  0.488603.V

F-' =  0.488603c

I',' =  0.488603a-

=  1.092548ay

=  1.092548.VZ

=  0 .3 1 5 3 9 2 (3 c ^ -l

V i -  1.092.548.VZ

>2 =  0 .5 4 6 2 7 4 ( a ^ - /

The derivatives with respect to (if =  1.2) of the basis functions 
can be obtained bv a direct derivation of the formulae:

<

d u d
=  0

a p f '
-  0 .4 8 8 6 0 3 -^

d u d Olid

ay" dz.
=  0 .4 8 8 6 0 3 ^

d u d d u d

d Y ' d x
=  0.488603 —

d u d Olid
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diij
dY f'
ÖUrf

dud
dY-l

dYj
dua

1.092548

=  1.092548 1

3.r ^  dx \
dud' dudJ

14,

dy .   ̂ 3; \ 15.
dud" ' dud J

=  0.315392

4- =  1.092548

-  =  0.546274

<-k)
A

V dud  ̂̂  3urf

“'’a
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Abstract

In this paper we present a construction method of “circular” surface pieces -  called surface splats -  approximat­
ing a given surface locally. The necessary data are curvature values at specified points of the surface, which are 
computed from the describing vector function. Surface splats have been developed for reducing data structures in 
discrete surface representations. This presented algorithm can be applied also to triangle meshes or point clouds 
using estimated curvatures and principal directions of the approximated surface.

Categories and Subject Descriptors (according to ACM CCS): 1.3.5 [Computer Graphics]: Surface representations. 
Geometric algorithms

Fifth Hungarian Conference on Computer Graphics and Geometry, Budapest. 2010

1. Introduction

Surface splats have been constructed in different applica­
tions working with triangle meshes or point clouds. They 
first appeared in rendering processes. Splats were defined as 
piecewise linear surface primitives of elliptic shape aligned 
to the principal curvature directions of the surface repre­
sented by a triangle mesh. Several mesh decimation algo­
rithms have been developed by replacing a region with a 
proper local approximating splat. In point-based surface rep­
resentations the piecewise linear geometry of surface splats 
provide effective resampling strategies. A detailed survey of 
such methods is given in Local approximating quadrics 
have been constructed and used for mesh simplification in '. 
The necessary geometrical information is the same as here, 
and error analysis have been made on “synthetic" meshes 
generated by triangulating analytic surfaces.

In our investigation the curvatures are computed from the 
parameter vector equations of the sample surfaces. Applying 
the developed numerical methods to triangle meshes for the 
estimation of normal and principal curvatures {*, ■•, ®), the 
input data of the presented construction can be obtained from 
discrete surface representations.

2. Computation of a circular surface splat

We assume that the surface is represented by the vector func­
tion r(u,v), (u,v) e [ui,U2] X [vj.vz], which is twice con­
tinuously differentiable allowing the computation of normal

and principal curvatures. Let P be a specified point on the 
surface with the position vector r(up,Vp) and K[ < K2 the 
principal curvatures (excluding the umbilical points). The 
corresponding curvature radii are the reciprocal values of 
non-zero curvatures and are denoted by pi and pz, respec­
tively. The principal directions are perpendicular to each 
other, and they determine with the surface normal the two 
normal planes, in which the osculating circles to the normal 
sections with the largest radius pi and the smallest radius 
P2, respectively, are lying. The circular surface splat will be 
constructed around the point P in the local coordinate sys­
tem 6], ez, 63 =  m, where ei is the principal direction vector 
of Ki, ez is the principal direction vector of Kz and m is the 
surface normal vector, i.e. the unit vector of fu x Cv at the 
parameter values (up,Vp) (Figure 1).

The dimensions of the constructed splat are determined by 
a given arc length s, measured along the osculating circles 
of radii pi and pz. The corresponding central half angles in 
these circles are denoted by a  and p, respectively. If one of 
the principal curvatures is zero, consequently the osculating 
circle does not exists,then the given arc length s will be mea­
sured along the tangent line in the corresponding principal 
direction.

In Figure 1 the osculating circles in the normal sections 
determined by the two principal directions are shown. In the 
first principal direction the normal curvature ki is negative, 
in the second kz is positive. This is the case in a surface point 
of hyperbolic type.
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Figure 1: Osculating circles in the principal normal sections 
and the arbitrary points Qi and Q2 on the arcs which are 
generating points of the surface splat.

Figure 2: The boundary curve of the generated circular 
splat and the arcs of the two osculating circles in the princi­
pal sections.

The position vector of the point Qi in the local basis 
{P. ei, e2, m} is, when kj < 0

p Oi =  p 1 sinöei + (—Pi -t- Pi cosö)e3, 0 < ű  < a.

The position vector of Q2 is in the case, when K2>0

PO2 =  P2sin(ű^)e2 +  (p2 — P2Cos(ű ^ ) 63, 0 < Ö < a.

As the two arc lengths are equal, a  =  s/pi and (3 = s/p2. 
The parameter of the points Qi and Q2 is ű. The point Q2 
on the second arc is determined by the parameter ű(3/a (de­
noted byi3* in Figure 1), If Ki or K2 is zero, then the straight 
line segment of the length s is computed on the correspond­
ing tangent line, i.e, in the direction ei or ez, respectively, 
instead of the circular arcs.

The required surface splat is generated by rotating the 
point Qi around the surface normal of the direction vector 
63 = m, while correcting its third component in such a way 
that at the rotational angle ip — tc/2 it becomes equal to the 
third component of the point Q2. This rotation and distortion 
is written in the following vector equation of the generated 
surface splat

(I
q(ű,(p) = p-l-piSinöcos(pei f  P2sin(ö|)sin(pe2-I- 

- p i  + Pi cosi3)cos^(p+ (p2 -  p2COs(ö|)sin^(pj 63, 
0 <  Ö <  a, 0 <  (p <  271.

In this equation the surface point P is assumed to be of hy­
perbolic type. In the case of an elliptic point the third coor­
dinate of the point Q2 has to be computed similarly as that 
of the point Q i. In Figure 2 the boundary curve of a circular 
splat at a hyperbolic point is shown.

3. Examples

In Figure 3 and in Figure 4 series of constructed circular sur­
face splats are shown. The given arc length s is one quarter 
of the radius of the cylinder and the radius of the meridian 
circle of the torus, respectively. The points of the cylinder 
are of parabolic type, i.e. one of the principal curvatures is 
zero, the corresponding principal direction is that of the gen­
erating lines. The points on the outer torus are of elliptic and 
on the inner torus are of hyperbolic type, respectively.

On the boundaries of the splats series of points are shown, 
which have been computed for the purpose of error analysis. 
These are on the actual surface the projections of the end 
points of the osculating circle arcs in normal sections. The 
central angles of the circular arcs have been computed from 
the given arc length s (this is the "radius” of the constructed 
splat) and the reciprocal values of the corresponding normal 
curvatures, i,e. the curvature radii. The end points are deter­
mined by these central angles, then are "projected" onto the 
surface by finding their minimal distances to the surface. In 
this way a circular patch has been generated around each se­
lected surface point. In the figures these patches are shown 
with 72 surface points generated in 72 normal sections.

The approximation error of the circular splat has been 
computed in the normal sections by the distance of the cor­
responding splat point and surface point. The analysis has 
shown that the absolute error is between 10^* and 2 • 10“  ̂
when the radius of the cylinder or the torus is 10 and the splat 
radius is 10/3. The error is the largest in the direction of the 
largest principal curvature. The error reduces with smaller 
splat radius, and it is within the approximation error bound 
of the osculating circles of the normal sections to the surface.
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, ''A. /''■y;

Figure 3: Surface splats on the cylinder.

Figure 4: Surface splats on the torus.

4. Conclusions

We have shown an algorithm for computing a circular sur­
face splat around a specified point of a surface represented 
by a parametric vector function. The input data of the com­
putation are a given arc length (the “radius” of the splat) and 
the principal curvatures of the surface at a given point. The 
constructed surface splat can be used for replacing a circu­
lar neighborhood of the surface around the common center 
point. The error analysis has shown that the constructed splat 
approximates the surface within the same error tolerance as 
the osculating circles in the corresponding normal sections. 
Several methods have been developed for getting the curva­
ture information from discrete surface representations, that 
are the input data of the presented construction. Therefore, 
our algorithm can be applied also to surfaces represented by 
triangle meshes.
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Abstract
We provide explicit formulas to interpolate a given sequence (array) o f  data points by cyclic curves (surfaces) with 
uniform parametrization. We also derive a closed form ula fo r  the area enclosed by plane cyclic curves. Moreover, 
we fom ndate a conjecture on the parametrization o f  interpolating cyclic plane curves o f  minimal area.

Categories and Subject Descriptors (according to ACM CCS): I..J.5 [Computer Graphics]: Computational Geometry 
and Object Modeling

1. Introduction

Nowadays, in CAGD curves are described by means of the 
combination of points and functions in the form

g:[fl,f)]-»K®, 5 > 2 ,  ,
g (« )= E ''L o ^ /W d j

where points are called control points and functions Fj (u) 
are blending functions. In applications, however we often 
know only points through which the curve to be designed has 
to pass through. This problem can be formulated as follows. 
Consider a sequence of points p, C R®, (; =  0 ,1 ,... ,ra) 
called data points, and associated parameter values

a < uo < ui < ... < Urn < b.

Hereafter, we will refer to the sequence

{(n /,P /)}r=o eA Jl.„ ,+  i { l a , b ] x R^ )

as nodes. The task is to find control points dy G R®, 
(y = 0 ,1 ,..., m) for which the interpolating conditions

g(»i) =  Pi, (i =  0, l , . . . ,w)

hold. This problem is equivalent with the solution of the lin­
ear system

Fo (no) 
/•o(ni)

(«o)

. Fo{um) Fi (um)

Fm (no) 
Fm (u, )

Fm (Um)

■ do ■ ‘ Po
d]

—
Pi

dm P«1

that always has a unique solution provided that functions 
{Fj}"j-Q are linearly independent, i.e., the system 
is a basis of a vector space of functions.

Specification of data points p, is intuitive and an easy to 
use tool for a designer. Parameter values i/,, however have no 
direct geometric meaning, although they have a significant 
influence on the shape of the interpolating curve. In ' one can 
find various methods for the specification of these values.

In this paper we show some characteristics of interpolat­
ing cyclic curves, which is a curve description method of 
type (1) and has recently been introduced.

2. Preliminaries

The authors of ’ introduced a new method for closed curve 
and surface modeling. The method is based on the cyclic 
basis

jc /.n  (") =  ^ ( 1  + COS (u + iXn))” , u e  |//,// +  2 jl] | 

of the vector space

V« =  (l,cos(n),sin(i/),...,cos(n/(),sin(/7i/))

of trigonometric polynomials of degree at most n > 1, where 
= t| tT’ P £ R is arbitrarily fixed, and the normalizing 

constant

( 2)
Cfi '■

(2« + l ) ( „ )
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fulfills the recursion

Cl  ̂
Cn 2n+l‘̂ n-l’” -  2-

By means of these basis functions, we can define the 
cyclic curve.

Definition 1 (Cyclic curve) The curve
2n

3n (it) ■- u e  [-271,0],
1=0

(4)

is called cyclic curve of degree n > 1 that is uniquely deter­
mined by its control polygon

D„ =  |do,d,, . . . ,d2„| =  [d,]f^oG.M|,2„+, ( r ®), 5 > 2 ,  

and basis functions (3).

This type of curves possesses the following advantageous 
properties:

• singularity free parametrization (the curve is of con­
tinuity at all regular points and at singular points non­
vanishing left and right derivatives exist);

• convex hull property;
• cyclic symmetry (the shape of the curve does not change 

when its control points are cyclically permuted);
• closure for the affine transformation of their control 

points;
• pseudo local controllability;
• variation diminishing;
• an efficient closed formula for the degree elevation from 

n to n + r,r > 1 which results in a sequence of control 
polygons that converge to the cyclic curve.

Definition 2 (Cyclic surface) The surface 

s«.m (n, v)
In  2m
V. V. ^ i jCi . n  (it) Cj ,„ (v 
,=0.;=0

( i t , v )  6  [-271,0] X [-271,0],

(5)

(6)

is called cyclic surface of degree (n.m) (n > \ , nr > \) that 
is uniquely determined by its control net

D„.,„ -  e M 2n+t.2m + t (R^)

and basis functions C,-.„ (it) and Cjj„ (v) defined by (3).

With the exception of variation diminishing property, all 
advantageous properties of the cyclic curves are inherited by 
the cyclic surfaces.

Paper -* has specified control point configurations that re­
sult an exact description of those closed curves and surfaces 
the coordinate functions of which are (separable) trigono­
metric polynomials of finite degree. The main theoretical 
results of the cited article, that we will use in the subse­
quent sections, are the lemmas and theorems formulated be­
low. Moreover, in -* it has also been shown that higher order 
(mixed partial) derivatives of cyclic curves/surfaces are also

cyclic curves/surfaces, and we have described the connec­
tion between the cyclic and Fourier bases of the vector space 
of trigonometric polynomials of finite degree.

A wide range of closed curves (like ellipses (circles), epi- 
and hypocycloids, Lissajous curves, toms knots, foliums, 
etc.) can be described in the form

x :  [-271,0] ^ 5 > 2 ,
[ (it) =  [ Xl  ( u )  X2 (it) Xd(‘l) ] ’

(V )

where

xi(i<) -  X,

^  â p cos (̂ pu + + 52 P? ( “/w +
P6F, neüi

(8 )
(/ =  1,2,... ,5) and Pi,Qi C N, ot ,̂ PÍ,, e R. Article  ̂
gave control point configurations that exactly describe such 
kind of closed parametric curves. All results on the class of 
curves (7) are based on the next lemma.

Lemma 1 (Core property of class (7)) Consider the closed 
curve (7) and let

n > nmin = max |e  | e e uf=, (P/ U Ö/) } •

Introduce the control points

d i = [ x i ( - i X n )  X 2 ( - i X „ )  ■■■ x§ (-i3 ,„) ] ‘̂ , (9)

(t =  0 ,l ,. . . ,2 n ) ,

and the cyclic curve
2fl

(“) =  Í2
1=0

=  [ a\ (u) 02 (u) Ű5 (it) ] , M e [—271,0]
defined by these control points. In this case the /th (/ — 
1 ,2 ,..., 5) coordinate function of a„ can be expressed as

oi (u) = jh j  (lp6P, in^-p) cos (̂ pu + 1|/̂  j  ^̂

Vice versa, if the coordinate functions of a cyclic curve are 
of the form (10), then its control points are exactly the points 
(9).

The direct application of Lemma 1 provides a ready to use 
tool for the control point based exact description of curves 
(7) by means of cyclic curves. The method is formulated in 
the next theorem.

Theorem 1 (Exact description of curve class (7)) Consider 
the closed cuiwe

X (it) =  [ X| (u) X2 (it) 
It €  [-271,0],

(«)

59



Juhász and Róth / Interpolation with cyclic curves and surfaces 

the coordinate functions of which are 

xi («) =  Lp^p, a'p cos (̂ pii + j

' 1,2,•••,5),

where f/, 0/ C N and € K. Let

n > n,nin "" max | e  | e e uf=, (P; U g /)  |

( I I )

(From hereon, a number in parenthesis above the equality 
sign indicates that we apply the corresponding trigonometric 
identity.)

Theorem 2 Control points d; of cyclic curve (4) are on the 
curve

x„ : [ -2 ti,0 |-> R®,
and r e N. If we set constants that are in the representation 
of curve x in Lemma 1 as

(2n\
“ p = ^P + Y ’ P ^  ^1’

\n  — p)

K (" ) = <P^«) =  9Í + y ,  q ^ Q h  (12)
\n—q)

then for all n > /tmin the cyclic curve generated by control 
points (9) describes exactly the rth order derivative of the 
curve X, i.e., the /th coordinate function of cyclic curve a„ 
fulfills the equality

ai{ll) = {u) ^  ^  (p“ + vj/p + y  )
pep

tieQi
Vi(G [-271,0],(/= 1,2 ,...,5)

Paper also proposed control point configurations for the 
exact description of a class of closed surfaces (such as sur­
faces of revolution obtained by rotating a curve of type (7) 
about an axis and the Roman surface of Steiner) by means 
of cyclic surfaces.

3. Interpolating cyclic curves

Certainly, interpolation with cyclic curves is also possi­
ble by means of the solution of the system (2), with 
settings m = 2n and Fj{it) = Cp„{ti), u G \ji,ptf2%], 
[j - 0 ,1 ,..., 2n). However, if the parameter values 
are equally/unifotmly spaced within the interval \ju,p-e2n] 
there is no need for any numerical method for the solution 
of the system, since we can provide an explicit formula for 
the unknown control points dj, (y =  0 ,1 ,... ,2n). In order to 
do this, at first we show a property of the control points of 
cyclic curves. Its proof is based on trigonometric identities

cos(ot t p) + cos(a — P)cos a  cos p :

cos a  sin P : sin(P -f a) 4- sin(P — a)

and

^  cos (tp + ia) =
/ 0

sin iHipP: cos (tp-f

(14)

(15)

(16)

Xn (m) = 1 V'2« j
2„+l L/:=0 “ i
+ 2n+l ^

at equally spaced parameter values, i.e.,

‘*^=*"(-éfl)' (2 =  0 : V - ’2n).

Proof 1 Points of the curve x„ («) at parameter values 

2j%
2/7 -f 1

can be written in the form

t 2n
E d ,

,(y =  0,l,...,2»7)

2n+\ i=0

2/7+1

2n /I-1 /  /E E cos ((/7-<:)(- 2 jx  ^ 2/7C
2/7+1 2/7+1 d,

1

+

2/7 + 1 

2
2/7 + 1

i\ i 1 2n
y  d 4 do./ t 2/7 + 1 =o.iV.y 2/7 1 1

2n I I - 1
E  E  cos

i=0.i^Jk-^0
{ { n -k )

(  2jn 
V 2/7+1

2/jc 
2/7 + 1 d,

I=  d, + - ----- - T  d,
1 ,=o.,yy

2n « - l
+ 2/7 I E E cos ((/) - *) (-

i=:0.l̂ J k = 0 

2n

2jx 2in
2/7 t 1 2/7 4 1 d,

= a,- 1 1
" ’ 2/7 + 1 E d,

>=o.,y./
2n n — \

+ ‘ ,=o.,yj k=o
2/7 (/ — j) 7t 2k{j — i)x

2/7 + 1 2/7+ 1 d,
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= + 2/7 - E d,
T 2n Sin

y
2«+> ‘ ln+\

d,

= d/ f
1

2/1 + 1

d/

Zj iy_;w
i^a.ifj

2/1 + 1 E dr 1

i=Q.ijLj

2n
-1 ^1  E d ,

=  d,

Finally, the combined use of Theorems 1 and 2 gives a 
method to interpolate a given set of data points by a cyclic 
curve with uniform parametrization as follows.

Corollary 1 (Uniform curve interpolation) For given 
nodes

2 j i i  
2/1 + 1 PJ

2n

(=0
eX i.2«+ i ([-271,0] xR®) ,

the closed trigonometric curve

x„ : [-271,0]
x„ («) = 1_ v2«

2 ] 2-i=() { ( n - k ) u + ^ ^ ^ p ,
(17)

fulfills the interpolating conditions

^n.o{llj) =P.,- (; =  0 ,l,...,2 /l) . 

By means of Theorem 1 we know that the curve

1 v-2n
(“) -  S+T ^,=0 Pi +

— 1 (ij) ŷ 2«
(?)

2«+l 2-k=0 /2«1 L,=oCOS [ (/I

contains the control points of the cyclic representation of the 
trigonometric curve (17), i.e., the pending control points of 
the cyclic interpolating curve are

dj = x„{uj),  (y =  0, l ,...,2 /i) .

This type of interpolation is illustrated in Figure 1.

Remark 1 (Uniform surface interpolation) Based on The­
orem 14 of article *. Corollary 1 can easily be extended to 
cyclic surfaces (5) that must interpolate a net of data points 
associated with a uniform in the parameter domain.

Figure 2 illustrates a (1,2) degree interpolating surface of 
uniform parametrization.

3.1. A conjecture on area constrained interpolating 
cyclic curves

Definition 3 (Simple curve) A curve without self­
intersections (loops) is called simple.

Let us consider the simple plane curve g(/(),// £ [a.b]. 
The signed area of the plane figure bounded by this curve 
and the straight line segments that join the endpoints of this 
curve with the origin is

^[g] (g(“)Ag(u)) áu.

where v A w denotes the third component of the cross prod­
uct of vectors v and w. This is a corollary of Green’s theorem

Remark 2 If the simple plane curve g{u) ,u€ [a,b\ is orien­
tated counterclockwise, then A [g] > 0. In what follows, we 
will assume this orientation.

^  5 /a ^  (  E  (") ‘•v )

If the curve g(n) is given by (1), then

f t

V,7To /  \p o
1 m m ,.h

= A y y { d i A d j )  Fi{u)F^(u)du.
^  i=0 j= 0

Since d; Adj =  —d,- A d,- and d; Ad,- =  0, we can reduce the 
number of terms in the above sum, and we obtain

1 rn—I rn pt>= T E E / {Fi{u)Fj{ii)-Fi{ii)Fi{ii))dii.
^  i=Q j= i+ ] -la

(18)

The next proposition provides a closed form of the for­
mula (18) in the case of simple cyclic plane curves.

Proposition 1 (Area bounded by simple plane cyclic 
curves) The signed area of the simple plane cyclic curve (4) 
is

47T^W = 7̂;r2;----  ̂ E E (d//\d/)-
 ̂ (2/7 +1) ,=0 )=,■+!

n — k) sin

Proof 2 We know that the /th (/' = 
function can be written in the form 

1 2

2 { n - k )  ( i - j ) Tz \  \ 
2/7+1 J j '

0,1,.. .,2n) cyclic basis

Ci.n («) =
2/7+1 (2/7+1) (2")

n - \

E
k̂ O

2n\ 2 ( n - k ) i n, cos ( n ~ k ) u -\— ----- -—
k V 2/7+1

Thus, its first order derivative is 
d
du

Fiji (n) — Fj fi (n) ■
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1
Figure 1: An interpolating cyclic curve (blue) of degree two and the locus of its control points (red curve) (For interpretation 
of the references to color in this figure legend, the reader is referred to the web version of this article.)

n — I

(2« + l ) ( " ) é ‘o V ^
(n — k) sin ( {n — k)u +

2 { n - k ) i %\  and
2 « + l

In order to use the formula (18), with settings m = 2n and 
Fi (u) = Ci,n {«). u e  \p ,p + 2k\ ,p € R, {/ =  0 ,1 ,... ,2«), we 
have to evaluate the integrals

Ijj  ~  I [Cin(u)Cjani i t )  Cj,ri{u)Ci^rj{u)^ <2u,
Jp

where / =  0,1__ _2n — 1 and j  = i + ] ,i + 2 ,... ,2n.
Observe that

A; =
( 2 n + l ) ^ e )  ■ ( 2 n + l f e : )

Ji i  +  ■ 2

where

. /  2(n-k) i%
stnl ^{n-k)uF  ,

2 ( n - l )  jn  
2n+]

■p+2k fn ^ i ( 2„ >
I

Ft- —- .
%  =  /  ( L  1 I ( ( ” -  0«+

■'t‘ \t=Q

2{n- l ) j%  
2n f 1

" ' (n -  k) sin ( (n - k ) u  t ) I du

-L f  2n

it-0p

2n 4 1 

2{n — k) in
E l I cos ( (n — ^) M 4-

\ k I V 2n 4 1

0 ( rt ■
(n — 1) sin (n — l)u + 2 { n - l ) j n

2n +
du.

di/

du

Now, using trigonometric identity (1,5) and the simple equa­
tion

I-p+2k r 0 k /  I
I  cos (ku 4 <p) sin (lu + X) du  =  |  ^

(for arbitrary but fixed k.l £ N  and <p,X, e R numbers), we 
conclude that

n-l

k=0
Kij = 2%Y, \ T  1 (” -*:) sin

. f 2 ( n - k ) { i - j ) n
V 2m 4- 1
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Figure 2: A (1,2) degree interpolating surface of uniform parametrization

Thus, finally we obtain that

hi = -
n~]

i L
(2 /7 + 1 )^ („ )‘ k=o V

2n
(n — k) sin

2 ( n - k )  {i -  j) 71 
2 n + l

from which automatically follows the pending formula of 
the signed area

2n — 1 2n

; 0 y=ifl

47t 2«—1 2nL L (d/Adj)

' n - \ In (n — k) sin
\/t=0

which completes the proof.

2 (n -  k) (;' -  j)  % 
2 n + l

Conjecture 1 Consider the parameter vector u = 
such that

0 =  «o >  Ml >  ... >  U2„ =  —2tt

and the nodes

e  M].2n+\ ([-2 tt,0 ] X .

We have already shown, that solving the linear system (2) 
(with settings m = In  and F, («) =  C,-,„(m), m G [-2jt,0j, 
(i =  0 ,1 , . . . , 2m)) we obtain the control polygon

D„|u =  [‘*i|u] .  ̂ £ M\2n+[ 

that generates the plane cyclic curve

2n

that fulfills the interpolating conditions

aHlu(i'i) =  P/> (i =  0, 1 , .. . ,2 m).
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Then, the area functional A [̂ a„|u] attains its global mini­
mum at the parameter vector

, 2n2ni
2” +  U  i=o 

for self-intersection (loop) free curves a„|u-

4. Conclusions

We have briefly reviewed the notions and basic properties 
of closed cyclic curves and surfaces. As new results, we 
have demonstrated new properties of suchlike curves and 
surfaces:

• we have provided explicit formulas to interpolate a given 
sequence (array) of data points by cyclic curves (surfaces) 
with uniform parametrization;

• we have also derived a closed formula for the area of plane 
figures enclosed by simple plane cyclic curves;

• moreover, we have formulated a conjecture on the 
parametrization of interpolating simple cyclic plane 
curves of minimal area.
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Abstract
New algorithms are introduced to create fa ir  B-spline surfaces that also satisfy continuity constraints, inherited 
from neighboring suifaces. The proposed procedure comprises a stepwise method to assure approximate curvature 
continuity and adapts various existing fairing methods. A new fairing algorithm based on curvature approximation 
is also presented. The discussion is not restricted to four-sided patches, but an extension to handle n-sided surfaces 
is also provided.

Categories and Subject Descriptors (according to ACM CCS): 1.3.5 [Computer Graphics]: Computational Geometry 
and Object Modeling

1. Introduction

The goal of fairing is to create visually pleasing curves 
and surfaces in Computer Aided Geometric Design. This is 
also crucial in Digital Shape Reconstruction'-^, where digital 
models are created from millions of data points, while re­
taining the geometric features of scanned objects. There is 
no unique algebraic expression to define aesthetic require­
ments; however, there is a general agreement in the styling 
industries that even curvature distribution with large, mono­
tone curvature areas is the most important to achieve high- 
quality of surfaces. For example, take reflection lines that 
are frequently used in the automotive industries to indicate 
curvature imperfections.

Approaches to surface fairing can be divided into two 
categories. There are variational methods, that simultane­
ously minimize least-squares distances and various smooth­
ness functionals during surface fitting, and there are post­
processing methods that apply changes on already existing 
geometries. Both methods minimize various fairness mea­
sures, and control the extent of deviations from the original 
data points. In many cases though, a higher priority is as­
signed to the fairness of the surface approximation.

1.1. Problem

There are several, traditional methods that work quite well 
when primary surfaces are fitted independently of their en­
vironment; however, when a complete object composed of

many connected surfaces needs to be created, not only the 
smoothing of the individual surfaces is needed, but the con­
tinuity between the adjacent surfaces must be taken into ac­
count. Fairing dependent connection surfaces, such as fillets 
or comer patches, thus poses a new problem. Several meth­
ods have been published that deal with this problem using 
the variational method, see for example Lai et al." or Hsu et 
al.".

In this paper we address the problem from the post­
processing perspective. Suppose that we have a model con­
sisting of several surfaces with dependency relations as it has 
been defined in the functional decomposition paradigm'". 
We would like to perform fairing in a hierarchical order, first 
fairing the primary surfaces, then fillets, and finally comer 
patches. In order to achieve this, we need algorithms that 
create fair surfaces while assuring smooth connections to 
the adjacent surface elements. For fillets, smooth connec­
tion to two primary surfaces must be satisfied; for comer 
patches, smooth connection to n surrounding surface ele­
ments is needed. Our goal is to deal primarily with the latter 
problem of constrained fairing, which includes a solution for 
fillets, as well.

1.2. Goals

We can break this problem into two separate subproblems.

The first one is to assure continuous connections. In 
CAGD, continuity constraints between surfaces are typically
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relaxed to geometric continuity’ instead of matching the para­
metric derivatives. 0’' continuity enforces common tangent 
planes along the shared boundaries, continuity enforces 
common surface curvatures. We want to tweak a surface S to 
match the fixed master surfaces M, by numerical (tolerance 
driven) C ' and constraints.

The second one is to perform the actual fairing. We need 
algorithms that smooth the surface S and retains the con­
tinuity constraints to the master surfaces. This may be as 
simple as doing local fairing in the “inside" region of 5, 
or may mean special fairness measures that incorporate the 
constraints into the fairing process. We will evaluate differ­
ent approaches later.

A combination of the above two algorithms yields a solu­
tion to our main problem.

1.3. Outline

The structure of the paper is the following. In Section 2 we 
briefly review some papers that are important for this work. 
In Section 3 a solution to the simplest configuration of four­
sided comer patches is presented using an alternating se­
quence of constraining and fairing. The extension to n-sided 
patches is given in Section 4. The results are illustrated asing 
a few examples in Section 5, and a few concluding remarks 
are added at the end of the paper.

2. Previous Work

There are several papers in the literature on continuity con­
straints and surface fairing, but a solution to constrained fair­
ing of multiple surfaces in the post-processing context is not 
known to the authors. Space limitations prevent us to give 
a full review of all known approaches; instead we collected 
a few contributions that have been influential to our current 
project.

Concerning curvature continuity constraints — Pegna and 
Wolter'  ̂ proved the Linkage Curve Theorem, which gives a 
necessary and sufficient condition for G“ continuity between 
two surfaces that share common tangent planes. The theorem 
states (as rephrased in Hermann et al.*’, who also extended 
the theorem to G” continuity) the following:

Two surfaces tangent along a c ’-smooth linkage 
curve are curvature continuous if and only if at ev­
ery point of the linkage curve, their normal curva­
ture agrees for an arbitrary direction other than the 
tangent to the linkage curve.

This is the basis of our algorithm in Section 3.1.

Concerning curvature approximation — a paper by 
Greiner^ gives a quadratic approximation of surface curva­
ture using a reference surface (e.g. a least-square fit of the 
data points). The idea here is to compute part of the Hessian 
matrix from the reference surface, such that the computation

still dependent on the real surface is only quadratic. Then 
the mean and Gauss curvatures can be computed from the 
Hessian. Greiner also introduces a data-dependent quadratic 
fairness functional, along with an algorithm minimizing this 
approximated curx'ature.

We use different fairing algorithms in our tests. These will 
be analyzed in more details in Section 3.2.

Knot-Removal and Reinsertion (KRR), proposed origi­
nally by Farin and Sapidis-, is one of the simplest and most 
widely used local, control-point based fairing algorithm. It 
provides fair curves by removing and reinserting the most of­
fending knots, thus the jumps for a cubic B-spline are re­
duced. which yields a nicer curve. The algorithm has a cou­
ple of variations; Hahmann^ extended the method to surface 
fairing.

Another fairing method was proposed by Salvi et al.", 
that approximates a smoothed target curvature. This is an 
efficient and highly flexible algorithm; however, it includes 
a final fitting step which may harm locality to some extent.

Finally, for n-sided comer patches (see Section 4). we can­
not use bi-parametric surface algorithms. Instead, we apply 
a mesh based fairing algorithm described by Kobbelt et al. ,̂ 
where the n-sided surface region is approximated by a mesh 
and discrete fairing is applied. A local quadratic approxima­
tion is used to compute the second-order partial derivatives 
and minimize the thin plate energy. Continuity constraints 
can be preserv'ed at sampled data points around the bound­
ary of the n-sided region.

3. Four-sided Patches

A B-spline surface S(u,v) is defined by means of its control 
points Pjj (/ € [0. ..n], j  G [0.. .m]) and its knot vectors U 
and V:

n ni
S{u,v) = '£ Y ^P liN l^ '’{u)N f‘'(v),

i-0 j~0
where p and q are the degrees of the surface in the u and v 
directions, respectively. The four boundaries of the surface 
are defined by the outermost control points — Poj. P„j. P,o 
and Pim̂  respectively (/ € [0 .../ij, y € [0... w]). In this con­
text we call these together as the positional frame. Let us as­
sume hereinafter that the outermost control points are fixed. 
The tangent planes at the points of the boundaries are indi­
rectly determined by the first cross-boundary derivatives, i.e. 
by the inner control points P\j. Pj\ and Pn,„-\), re­
spectively (/■ e [ ! . . . / (— I], y £ [1.. .m — 1]). We call these 
control points together the tangential frame. Finally, assume 
that control points of the positional and tangential frames are 
fixed. Then the surface curvatures at the points of the bound­
aries are indirectly determined by the second cross-boundary 
derivatives, i.e. by the inner control points P2j, P(„_2)y. Pa 
and Pii

- 2 ) ' respectively (/ G [2 ...n — 2], y G [2. ..m -  2]).
We call these control points together the curvature frame.

!
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It is also well-known, that when we enforce G con­
tinuity independently for the individual boundaries, a so- 
called twist incompatibility condition must be satisfied for 
the mixed partial derivatives, which are indirectly deter-

will modify the original tangents eĵ  in the following way:
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mined by the twist control points Pm i ’i(m-i)' ^(n-i)i
After we enforce G~ continuity for the indi­

vidual boundaries, a similar compatibility condition must be
satisfied to tweak the inner twist control points P22, P2(m-2)>
P(„_2)2 and P(, -2){m-

Having said all these, the algorithm to set continuity con­
straints proceeds in the following way;

1. Insert some knots into the surface, if it has too few control 
points.

2. Fair the surface, while retaining C° continuity for each 
boundary, i.e. only control points within the positional 
frame are used for fairing.

3. Fix the positional frame and enforce C' continuity for 
each boundary.

4. Set the twist control points compatible, and repeat the G* 
computation.

5. Fair the surface, while retaining C’ continuity, i.e. only 
control points within the tangential frame are used for 
fairing.

6. Fix the tangential frame and enforce G  ̂ continuity for 
each boundary.

7. Set the inner twist control points compatible, and repeat
the G  ̂computation.

8. Fair the surface, while retaining G continuity, i.e. only 
control points within the curvature frame are used for 
fairing.

To sum it up, the sequence is always (i) constrain, (ii) set
compatibility and (iii) apply fairing, until G is achieved.

3.1. Three-Frame Method for Numerical G'/G^

We will treat the algorithm on a per side basis. The twists, 
however, need special attention, and they will be dealt with 
at the end of this section.

3.1.1. G Continuity

There are two B-spline surfaces, M (master) and S (slave), 
that are (without loss of generality) joined along the u = 
parameter line with cP continuity. We want to modify the 
corresponding side of the tangential frame, i.e. the second 
control row of 5, such that the two surfaces will have nu­
merical g ' continuity. We also take sampled parameters 
vj. (k € [1 .. .A"]) along the border, not including the comer 
points. The normal vectors at these («, v )̂ points of the mas­
ter surface are denoted by If we now add displacement 
vectors Wj to the control points P]  ̂ (_/' € [1.. .m — 1]), they

m — \

7=1
m -l

=  & +  L
7=1

(2)

Since we would like to avoid irrelevant control point 
movements, we minimize the deviation only in the surface 
normal direction. This leaves us with

h=^->lk{ejc!lk)- (3)

Subtracting ^  from (2) and (3) gives the linear equation sys­
tem Ax = b, where

C|1 Ci2 ■ Cl(m-I)
C21 C22 ^2(m—1)

. c/a CK2 ■

W] -n i( f i« i)
W9

, b =
-luiejtLi)

ffm-l - . -EKieKllK)
We have K equations and m — 1 unknowns. Solving the least- 
square equation [Ax -  h)~ = 0 leads to a linear system of 
(A^A)x = A^h.

3.1.2. Ĝ  Continuity

We have the same assumptions as in the G' case, but now 
we also have a numerical G' connection. Take K parame­
ter points from the v domain: v>, 1 < k < K. For every i’*., 
calculate the normal curvature of Af at (itmini t’/t) in the 
u direction. If we modify S such that its normal curvature 
in the u direction is the same, we will have G  ̂ continuity 
in («miin w )’ because of the Linkage Curve Theorem (see 
Section 2).

The normal curvature of a surface at (w, v) in some d di­
rection can be calculated as:

k (A) =
L + 2MX + NX-

where E, F, G and L,
E 4 2EX + G2.2 ’
M, N  are the coefficients of the

first and second fundamental form, respectively; X = 4  and
d =  duS ,̂ +dvS^,. In the special cases where d  is the u or v 
parametric direction, this is simplified into L/E  and N/G.  
respectively.

Minimization

Instead of directly optimizing for surface curvature, we 
use the curvature of the surface curve Cjt(«) = 5(«, v^), 
which results in much simpler equations'^. We know from
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Meusnier's iheorem' ihat at a given point, the curvature Kc 
of a surface curve C and the normal curvature k of a surface S 
in the tangent direction of C have the following relationship:

K =  K fC O sG - COS0 =  '
\\C'\ llc'l

S„xS.. is the surface normal and 0 is the angle'^here n =
between n and the curve normal {C' x C") x C^

Consequently, we have to solve equations of the form

(Ĉ - (Umin)illt/ 

||C'j[(Mrnin)||~
=  kT.

Since

Q (« ) S{u,n) =
i=0 \ j - 0

J i pi
1=0

the first and second derivatives at the end are

(4)

the constants and (i ,̂ Eq. 5 can be rewritten as P* =

Now we can create the overdefined equation system Ax = 
b:

C-(ltn

Cr(umin)

«/)+] - " 1  

P -  1
llp+l -  “2

P
><p+2 -  “2

{Pi -Po)

- { P2 - h )

Up+\ - « i

see Reference'" (assuming that uq =  kj n)-

If we want to modify the Pij control point by a vector dj, 
we can reformulate Eq. 4 as

||Ci:(Uinin) II
2 (Up+l - U 2 ) { U p + 2 - U 2 )

m — 2
p { p -

=  Y,  Nj-‘<{vk)(dj,nj,),
(5)

where Ak* =  — k̂  . Note that the second half of C '̂ is
eliminated in the scalar product by the (perpendicular) sur­
face normal.

We propose two different solutions for this equation sys­
tem. In the first one, in order to avoid irrevelant control point 
movements, the fSy points are only allowed to move in an 
outward direction {Oj for P2j). Alternatively, we can require 
that the sum of the squared deviations should be minimal.

Solution by Fixed Directions

An easy and intuitive choice for outward directions is to get 
the cross product of the difference of the neighboring control 
points (Fig. 1), i.e. Oj =  (Py -  Py) x {̂ 2(^+1) -  PiU-i))- 
If we define the deviation vectors dj as XjOj and introduce

A =

a ,2 «13 • “ l (m -2)
0.22 OC23 “ 2(m -2)

- ^ K l O-Ki • • O .K {m -2) -

r X2 r Pi 1
%3

_ X»( —2 .

, b
P2

L Pti

.Solving the {A^A)x = A^b equation results in a lea.st-squares 
approximation, as earlier.

Solution by Minimal Deviation

We can also solve the equations while minimizing the 
squared deviation of the P2 control point of Q , by requiring 
that it should change only in the nj. direction. This means 
that Eq. 5 becomes P̂ .n̂  =  H'-Zr {vk)ij =  Y!]~2 fkjdj.

The equation system is now Ax -  b, where

A  =

Yi 2 Yi .3 Yl (m—2
722 723 ■ • • 72(m-2)

. JK2 yK2 ■■■ 7x'(m-2 -

d.2 Pl« l
dy P2Í12

, b  =

- d .m -2  - . Pa:«x .

ea
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As before, {A^A)x — A^ b gives a least-squares approxima­
tion.

3.1.3. Twists

Every twist (or inner twist) control point of a frame has two 
values coming from the independent side constraints. In or­
der to get a valid B-spline, we need a single twist control 
point, computed as halving of the two independent twist con­
trol points. After this, we repeat the continuity enhancement 
algorithm, now constraining only the j  € [2... /;i — 2] control 
points for g ' and the y G [3... m — 3] control points for G^, in 
order to obtain the best positions in accordance with the new 
twist values. The use of halving points is a dubious choice 
and optimizing the twist control points is subject of further 
research.

3.2. Fairing Algorithms

In this section we will look at three different algorithms suit­
able for our purpo.se. The minimal condition is that fairing 
should not destroy the continuity already achieved.

3.2.1. Knot Removal and Reinsertion (KRR)

This fairing method operates on the control points and we 
choose the one where the C'̂  jump is the greatest. We per­
form this operation in an iterative manner several times. This 
retains continuity in a trivial way. On the backside, KRR is 
primarily suited for curve fairing. We can choose between 
fairing only in the u or v parametric direction — or average 
the two values. This simple method gives quite nice results.

3.2.2. Fairing Based on Target Curvature

We have much more flexibility in this algorithm, as the use 
of a target curvature enables us to define curvature continu­
ity constraints, which is particularly valuable in our present 
task. However, there are some problems. The last fitting 
phase may harm the precision of the continuity, in this case, 
we need to insert another continuity enhancement step. An­
other drawback is that the algorithm relies on fairing the 
isocurves of the surface. This may cause artefacts in com­
plex saddle surfaces.

3.2.3. Fairing Based on Curvature Approximation

We will use the curvature approximation outlined in Section 
2 to enhance the previous algorithms. Given a reference sur­
face R and a twice differentiable scalar function h defined on 
it, Greiner’ shows that the Hessian matrix oi'h = hoR  is

Hc.ss/i(/j) =  (
' '■ /  k j

where 3, is the partial derivative by the i* argument, Vji = 
T-mS"” {^i^iR~ dmR) and (g'') is the inverse of the first fun­
damental form of R (every index can take the values 1 and

2). Note that both F and g can be computed beforehand. The 
paper also shows that if we use the coordinate functions R, 
(c G [1... 3]) as h, we have

Hessg(Rc) =
1

E G - F -
C

- F
- F
E

L M '
M N rtc,

where n is the surface normal. This has several nice proper­
ties, for example it is easy to see that

^trace(Hessg(Rc))^ =  (tcf t k? ) ',
ír

J^det(Hessg(Rc)) =  Kf-Kf.
C

The claim is that using Sc instead of Rc will result in good 
approximations of the curvatures of S\

^trace(HessR(5f))^ w
C

£det(Hessg(Sc)) «
C

The reader can consult the original paper’ for more details.

In our case, we already have a very good reference surface 
— the original surface itself. We would like to do something 
similar to the algorithm in the previous section, i.e. set up 
a target curvature and find a surface with similar curvature. 
Our general scheme would be as follows:

1. Sample the original surface at intervals.
2. Compute F and g in these positions.
3. Set up a target curvature.
4. Minimize the deviation from the target curvature.

We can write up an equation system that depends linearly on 
the control points of S, so it will be easy to minimize. One 
option is to create a target mean curvature by smoothing the 
traces of Hessian matrices in the sampled points. Another 
alternative is to average every element of the Hessian ma­
trices over the sampled points. Since the computation of the 
Hessian matrix from the control points is linear, these lead 
to overdefined linear equation systems, that can be solved in 
least-squares sense. An example is shown in Fig. 2.

As for the continuity restrictions, we can fix the outer 
frames as in the KRR algorithm. The advantage of this 
method is that it is independent of the parametric directions. 
However, we have to minimize a fairly large equation sys­
tem, which makes its computational cost quite high.

4. n-sided Corner Patches

There are corner patches with three or more than four (usu­
ally five) connecting surfaces. The simplest representation of 
these is based on the so-called central split, where n quadri­
lateral surfaces are stitched together, see Fig. 5 for a five­
sided example.

The main difficulty here is that the comer patch consists 
of more than one surface, so we have to ensure continuity not
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(a) Before fairing

(b) After fairing

Figure 2: Isophotes of a car body panel faired by the curva­
ture approximation method

The first step aims at creating a good base for the further 
operations. It can be omitted if the original surface has ad­
equate quality. Unlike in the four-sided case, the first step 
here needs special attention, since multiple surfaces need to 
be processed simultaneously. A mesh-based fairing seems to 
be a natural approach.

4.2. Mesh-based Fairing

In order to avoid the parameterization problems, we dis­
cretize the corner patch, and create a triangle mesh as shown 
in Fig. 6. The actual fairing is done by the method suggested 
by KobbelU, inheriting C’ continuity at the boundaries. Fi­
nally, we refit the surfaces using the points of the faired 
mesh. Although this algorithm, due to precision loss, may 
be inferior to the others, it creates generally a good shape 
and is easy to use regardless of the number of quadrilaterals 
involved.

5. Examples

Figures 3 and 4 both show the effect of constrained fair­
ing for four-sided comer patches. In these cases, the central 
surface is relatively simple; the original (a) has reasonable 
isophotes, but the isophote strips break when they reach the 
boundaries. After constrained fairing (b) the images show 
that numerical continuity has been achieved and fairing 
also nicely affected the interior without changing the master 
surfaces.

We have a different case in Fig. 7. Here the original corner 
patch (a) already had numerical that needed only very 
minor changes. On the other hand, fairing (b) increased the 
overall surface quality very much.

only along the boundaries, but along the subdividing curves 
between the quadrilaterals as well. Moreover, for «-sided re­
gions the previous fairing methods that were applied for bi- 
parametric surfaces cannot be used.

4.1. Extension of the Algorithm

In order to cope with these difficulties, we modify the pro­
cedure presented in Section 3:

1. Global fairing of the quadrilaterals (retaining C° or g ' 
continuity on the perimeter).

2. Enforce C' continuity on the perimeter and between the 
quadrilaterals.

3. Local fairing of each quadrilateral, retaining C' continu-
' ‘y-

4. Enforce G" continuity on the perimeter and between the 
quadrilaterals.

5. Local fairing of each quadrilateral, retaining G  ̂continu­
ity.

Conclusion and Future Work

A new approach that combines numerical G  ̂ connections 
between free-form surfaces with methods to create fair 
shapes was presented. Its primary application is to perfect 
connected surface elements produced in Digital Shape Re­
construction. The proposed algorithms have worked well for 
several models.

There is still room for improvements. For example, the al­
gorithm that assures continuity should make a better use of 
the twist control points. We believe that better twist locations 
may significantly influence the quality of the modified sur­
faces. The averaging strategy of the KRR method applied for 
the II and v parametric directions should also be enhanced. 
The «-sided comer-patches should also be improved by ap­
plying such discrete fairing methods that guarantee discrete 
G  ̂ connections to the master surfaces. In fact, the discrete 
fairing step is considered only as a temporary solution, and 
alternative fairing techniques for n-sided corner patches are 
.subject of our current investigations.
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(a) Before fairing

(b) After fairing 

Figure 3: Fairing an X-node
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Abstract
Reflection characteristics o f surfaces, as visualized by highlight lines, are important in design o f high quality 
(class A) surfaces. Shape, smoothness, coherence and distribution o f highlight lines are good indicators of 
the reflection characteristic o f surfaces. We present a method that enables the designer to correct the reflec­
tion status o f surfaces, by adjusting its highlight lines. We developed a genetic algorithm fort automatically 
adjusting the control points o f surfaces resulting in a modified surface shape that produces the desired high­
light lines. The paper discusses genetic representation, fitness function, genetic operators selection methods 
developed for the specific problem. The advantage o f the method is its robustness and applicability to .sur­
faces o f any shapes, and any kinds o f CAD repre.sentations. Effectiveness o f the method for surface correction 
is demonstrated by several practical examples.

Keywords:
Surface correcting. Highlight lines, genetic algorithm, high quality surfaces

1. Introduction
A number of human-made objects have highly reflective 
surfaces: cars, airplane and ship hulls, household appliances, 
lamps etc. Beside geometric and manufacturability condi­
tions, these surfaces often meet aerodynamic, hydrodynam­
ic, and aesthetic requirements as well. The common objec­
tive is to produce smooth surfaces, without unwanted bumps 
and oscillations. Smoothness of a surface can be evaluated 
at different levels. Continuity of derivatives or curvature in­
tegrals are conmion tools to evaluate smoothness. Various 
methods (e.g. Gauss smoothing) have been developed and 
implemented in CAD systems for their evaluation including 
visual display methods.

Fairness of a surface is much more than smoothness ac­
cording to the above measures. A fair surface, beyond be­
ing smooth, is free of irregularities, bumps and oscilla­
tions. Fairness can be assessed by highlight lines, the re­
flection curves of parallel light sources on the surface. 
Shape, smoothness, coherence and distribution are good 
indicators of surface fairness. Displaying and analysis of 
the complete reflection status of the surface relied on the 
highlight lines provides a firm basis for assessing surface 
quality in accordance with the aesthetic demands of the 
designer.

Beier and Chen in 1994 '. developed a method for com­
puting and displaying highlight lines, but they do not ad­
dress surface correction. A method for improving quality 
of free form surfaces by the adjustment of highlight lines 
was first developed by Klass and Kaufmann Correlation 
between highlight lines and control points is described by 
a non-linear equation system, which is too time consuming 
to solve, and the results are not always good enough.

The method developed by Zhang and Cheng introduces 
a great number of simplification to obtain a linear system 
of equation for control points to be modified through high­
light lines . However, the highlight line cannot accurately 
follow the points specified by the designer and the method 
yields adequate results only in a small range of the sur­
face, Another limitation is that the method might not work 
when the correction needs to be carried out on the bound­
ary of the surface.

The main problem of the above methods is represented by 
the complex algebraic relation between the adjusted high­
light line and the control points of the corresponding sur­
face. Our research aims to develop a method to bridge this 
problem. This is intended to be achieved by using a stochas­
tic optimization method, namely genetic algorithms, which 
-  no matter how complex the surfaces highlights are -  can 
find modified control points even in the absence of direct 
algebraic relations.
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The process of surface correction starts with the computa­
tion of highlight lines. Inspection of the surface quality

start
±

highlight line computation 
and inspection

T
selecting and correction 
defective highlight lines

T
determining affected surface 

control pointsI
control point correction by 

genetic search

T
end

Figure 1: Block diagram o f the surface correction

is carried out by using several light source settings and 
surface orientations. Next, the designer selects and cor­
rects the defective highlight lines using interactive facili­
ties of design systems. This is followed by the determina­
tion of the affected surface region and corresponding con­
trol points of the surface. Modification of the control 
points are performed by a genetic algorithm. Figure 1 
shows the course of surface quality correction

2. Surface representation and highlight lines
Parametric representation of the free form surfaces in 
Bézier, B-spline or NURBS form, are widely used in CAD 
applications :

where A is a point on h(k), and B is a vector defining the 
direction of the line (Figure 2).

Figure 2: Distance between surface norma! 
and the lightsource

The perpendicular distance d(u,v) between the normal 
Ni'tt.vj at a surface point S(u,v) and the linear light

d(u,v) =
[Bx Nfu.vj]'[A -Sfii.v'i] 

iBxNfu.vf

To obtain points on highlights d(u,v)=0 must be solved 
for the control points of Sfu.v) which is a highly complex 
task. Even more complex is the inverse task, to determine 
surface parameters corresponding to prescribed shape of 
highlights. We solved this by applying genetic algorithm.

A more complex and detailed overview of the surface 
quality can be obtained by a series of highlight lines. This 
is realized by several lightsources, parallel to each other. 
During the current research, we developed, and used a ro­
bust, computation method with high accuracy for creating
highlight lines. Details of the method can be found in ' 
not discussed here.

and

S(».v) = £ £ p ,7V,,(«)A^,,(v),
;=0 J=0

where the control points P|j and the Bézier, B-spline or 
NURBS basis ftmetions Ni). and, N  of order ^ and / ful­

ly determine the surface S(ii.v). The shape of the surface is 
mainly defined by the control points, knots and weights of 
the basis functions provide additional degree of freedom in 
design.

Highlight lines o f surfaces
A highlight line is created on the surface by the reflection 
of a linear lightsource of infinite length. The light source 
is positioned above the surface. The highlight line is a set 
of surface points for which the corresponding surface 
normal and the light source intersect each other, that is the 
perpendicular distance between them is zero.

Let L(?J denote the line of the light source:

L(Á) = \  + B k ,

3. Concept of genetic algorithm
Genetic algorithms were first used by J. H. Holland \  The 
basic idea is to try to mimic a simple picture of natural se­
lection in order to find a good solution. Genetic algorithms 
work on a collection of solutions, population of individu­
als. The individuals are coded by chromosomes, composed 
of genes that contain the parameters of the solution to be 
optimized. Binary coding is frequently used, however for 
problems with continuous variables, a real coded genetic 
algorithm (RCGA) is more efficient ^ Set of all possible 
chromosomes form the search space, where the genetic al­
gorithm tries to find the best chromosome, corresponding 
to the best solution.

Genetic search starts with an initial population, which is 
selected randomly from the search space. In each genera­
tion individuals are evaluated according to predefined cri­
teria called flmess function. Fitness quantifies the optimal­
ity of a solution so that that particular solution may be 
ranked against all the other solutions. Fimess value of an 
individual correlates closely with the goal of search, and 
must be computed quickly.

2
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As the result of the selection procedure, individuals are 
chosen for breeding. Part of the selection step can be the 
optional "elitism" strategy, where the best chromosomes 
(as detennined from their fitness evaluations) are placed 
directly into the next generation. This guarantees the pres­
ervation of the best chromosomes at each generation.

New individuals created into the population by genetic 
operators. Most frequently applied operators are selection, 
crossover, and mutation. The objective of crossover is to 
generate a new individual by inheritance. It combines the

Program GA

g : = l  ( generation counter }
P(g) Initialization of the first population 
P(g) Population evaluating

Cycle until (stop condition) or (g = gnaz) 
g := g + l
P(g) scaling P (g-l)
P(g) selection from P (g-l)
P(g) crossover 
P(g) mutation 
P (g) population evaluating 

Cycle END

Program END

Figure 3: Pseudo Code o f a Genetic Algorithm

features of two (or more) chromosomes to form one or 
more offspring, with the possibility that combination of 
good chromosomes may generate better ones.
The mutation operator arbitrarily alters one or more com­
ponents, genes of a selected chromosome so as to increase 
the structural variability of the population. The role of mu­
tation in GAs is that of restoring lost or unexplored chro­
mosomes into the population to prevent the premature 
convergence of GA to suboptimal solutions. Each position 
of every chromosome in the population undergoes a ran­
dom change according to a probability defined by the mu­
tation rate. The algorithm runs while a stopping condition 
is met. Stopping condition is associated with an acceptable 
fitness value.

In most cases parameters of a good algorithm are vary­
ing depending on the problem type. For a good, and effec­
tive GA, operator types and their parameters should be 
charily selected and tested. Fitness function also must be 
carefully composed and fine-tuned.

4. GA for highlight line correction
The goal of the genetic search is to modify the shape of 
the surface in order to obtain a better shape and distribu­
tion of highlight lines than existing one. General princi­
ples, methods, or even downloadable algorithms are avail­
able for GAs. Still, to solve eomplex technieal problems, 
specific solutions for genetic coding, genetic operators, se­
lection mechanisms, fitness specifieations are needed 
within the general framework of GAs. Subsequently we 
discuss particular issues of applying GA to correct of sur­
face through highlight lines.

4.1. Representation of gene$
To modify the surfaee one or more surface parameters 
must be changed, and an aceeptable value for them must 
be found. Free form surfaces as described in chapter 2, are 
determined by a number of parameters. However, the most 
effective parameter for surface modification is the control 
point. Using them, we can create a simple structured 
gene which is easy to handle, and which influences the 
surface shape directly and influentially

The control points that have influence on the surface area 
to be modified can be computed from the basis functions 
corresponding to a control point. Integrating the basis func­
tions over the area of interest a strength of influence para­
meter for each control points fty can be obtained. It plays 
important role when determining the size of the search 
space. The control points to be modified are sequentially 
represented in the genetic code in the genes. A 
gene consist of APjj and bj f.

gy =APi,j (X z, hif.

During the search, genetic operators are applied only on 
control points. The ehromosome of a surface to be modi­
fied is composed of genes of all eontrol points:

C(i = (gi---gY- g/X

where Cp is the chromosome of a surface in the popula­
tion, and J  is the number of control points to be modified. 
The modified surfaee is described by the equation:

m n . .
S (''.v )=X Z (P„+ A P> ,,(«)M ,(v).

i=0 y=0

4.2. Calculation of fitness
Fitness fiinetion contains geometric deviation information 
between actual and desired highlight lines, and it eonsists 
of two components. These are the accuracy, and the shape 
similarity. Aceuracy is based on the distance, while shape 
similarity on tangency error between actual and desired 
highlight lines. In fitness function they are present as the 
sum of average variation of a highlight lines. Denote by
h f  a highlight line, smoothed by the designer, and lii the 
corresponding highlight curves, created during genetic 
search. Curves are evaluated at several parameter values 
for comparison. Then the distance error component of the 
fitness function is

.fy = Z Z  < ( '* ) - ' ■'i=il «, ; ",

where

nj -  number of curve points where the evaluation 
was carried out for curve h‘ and h‘‘

I -  the number of inspected highlight lines.
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The tangency error /,' is

/ = z f í : í « , ( o - ’ - z ^ x o T - '

where a, (/,) = an{h’‘ (/*))- arc{hf {l, ))

h ‘ (tj) and (r^) denote tangent vectors at 4-

The ratio of the two components of fitness my vary during 
the GA process. Details of the strategy for the adjustment 
of fitness components are explained in chapter 5.2.

4.3. Scaling and selection methods

4.4. Types of crossover
On selected parent chromosomes different types of cross­
over were investigated.

Denote ^  =(g,'...g;...gj) and =(gf-..g;...gj) the two 
parent chromosomes to which crossover operation is to be 
applied, and the offspring pool O,. =
Where F  is the number of chromosomes in the population, 
K is the index of the offspring.

Arithmetic crossover
Two offspring is produced.

K = 1,2 where = + (> -  3)g

Selection is carried out using scaled fitness proportional ^)Sy ■ Parameter 9 determines

and

the
selection (also known as roulette wheel selection).

The fitness of chromosomes are scaled before selection 
process. Scaling is used, to promote the better exploration of 
search space, and maintain population’s diversity. There are 
a number of available scaling algorithms, we analysed 
those, which promise the largest exploration. Scaling algo­
rithms in first step sort fitness values. The fitness values 
are then replaced by their ordinal numbers, and scaled. 
Scaling relations are summarized in Table 1.

Basic scaling
At this scale type ", the fitness is simply replaced with 

the ordinal number p. This scaling increases the value ine­
qualities, in a sharp way. We can expect that this scaling 
has good effect on genetic search in its latter phase. When 
chromosome variance becomes low, such sharp scaling 
may promote distinction between chromosomes.

Rank scaling
At this scaling type, fitness is distributed along a second 

order function, which unlike basic scaling will equalize 
the best chromosomes, and cut the worst o f f T h i s  type is 
expected to work well at the beginning of the genetic 
search.

Linear scaling
This scaling is capable of adopting itself to the different 

stages of genetic search This function is realized through 
variable p. If p  is close to 0 it promotes the survival of the 
best chromosomes. Close to 1 value will result in equal 
chances for every chromosome.

Scaling type Relation
basic r = p

r, 1
rank

linear

Table 1: Relations o f fitness scaling

p ay ■ -  ,ay
offspring’s position between parents. We chose to use 9 =
0.8.

BLX-a crossover
This type of crossover produces one offspring. 

O = (o,,...,Op,...,Or) where op is chosen from the interval

Ic —l a , c  + 1 ■ a \  randomly. WhereL min ‘ max J ■'

C„,ax=max(cJ„4 ), =m in(c;5, 4 ), =^n,ax-C,.i„-
Value of a  extends offspring’s position over the domain, 
defined by the parents and determines the action interval 
of a gene We used a= 0.2.

BLX-a-9 crossover
It is similar to BLX-a except it uses yet another constant 

0 for extending action interval and which introduces 
asymmetry. The offspring o, is chosen from inter­
val - / « ,  g™, + / « •  f?].

W right’s heuristic crossover 
This crossover uses population’s best chromosome as 

first parent. One offspring is created: 
= /? • (cj, -  )+ c'p, where p is a number randomly cho­

sen from the interval [0,1 ].

4.5. Stop condition
Stop condition is relied on the allowable residual error, 
which is computed by the comparison of the original and 
the redesigned highlight lines.

Let denote the stop condition

true i f  f j  / / "  < e o r r  = r„,„ ^
[false otherwise

where e  is the allowable tangency error
tangency error of best chromosome at gen­

eration number r.
In case the search fails to meet the stop condition it is 
stopped at the maximum number of generations Dur­
ing the analysis, we used the following stop conditions;

4
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f = 0,l :100 randomly chosen from the interval [0,1]. The size of the 
population kept on constant value T=50 during the search.

5. Application and results
We applied our method to a number of real world exam­
ples (Table 2). Data for the example surfaces are given in 
the Table 2. Shape of the surfaces, defective and corrected 
highlight lines are shown in the Appendix.

Ecd
2:

o E
fc E

15 ,S 
^  3 o

I e I &
Z  ‘a

SI Turbine shovel 0.09 600 72
S2 Z3 fender 0.41 600 29
S3 Cam. trunk lid 0.86 924 61
S4 FIAT fender 7.21 156 24
S5 A6 trunk lid 4.51 874 55
S6 Freeform design 1.28 1152 42

Table 2: Analysed real world surfaces

First we determine the reflection characteristic of the sur­
face and find areas where correction is needed, that is - find 
the errors. For thorough examination, several different light- 
source settings have to be used. These settings are imple­
mented by changing two parameters: lightsource density 
and mutual position with the surface.

Figure 4a displays the highlight lines of a freeform sur­
face. It can be easily discovered, that it has irregularities 
around the central region (area indicated by circle). After 
the defective highlight lines were spotted, correction takes 
place. In Figure 4b highlight lines before and after correc­
tion are shown

Figure 4: a.) Highlight lines o f a freeform surface 
b.) correction o f defective highlight lines (surface S2)

5.1. Initial population
The members of the initial population are randomly 
changed chromosomes of the original surface.

+ i /0 ,5 < p < l

c'^-r^ifO  < p  <0,5

where is a chromosome of the initial surface, cj, is a 
chromosome of the initial population and p is a number.

5.2. Evaluation of different fitness types
Distance error is proved to assist genetic search in explor­
ing areas of search space that ensure accurate highlight 
lines. In the other hand however, it hasn’t helped to im­
prove shape similarity. Tangency error behaves in oppo­
site way; it helps producing better shape similarity of 
highlight lines, but on the expenses of their accuracy. We 
could eliminate the drawbacks if we let the distance domi­
nate in the beginning of the search and make the tangency 
came into effect at the end. To realize this idea, surface 
fitness as a weighted sum of distance and the tangency er­
ror is needed. L et/be the fitness of the surface, then:

/  =  W r f - / ^ + w ,  ■ / ,

where wj -  weight of distance error 
w, -  weight of tangency error

The influence of distance and the tangency error is studied 
through different compositions. To make easier distinction 
between different types of fitness we use abbreviations.
FI -  contains only distance variation error.
F2 -  contains only tangency variation error.
F3 -  In the beginning the ratio of distance / tangency error 
weights is 75 / 25 %. The ratio is turning over as linear 
function, connected to the maximal number of generations. 
F4 -  In the beginning the ratio of distance / tangency error 
weights is 75 / 25 %. The ratio is turning over as linear 
function, connected to the variance of chromosomes.
F5 -  In the beginning the ratio of distance / tangency error 
weights is 75 / 25 %. The ratio turns over, when variation 
of chromosomes falls below 15% of the original.
F6 In the beginning the ratio of distance / tangency error 
weights is 100/0 %. The ratio turns over, when variation 
of chromosomes falls below 15% of the original.
Distance and tangency errors have different measures, di­
mensions and range of change. To make them suitable for 
mutual appearance in fitness, they are normalized as

-Jd

where / /  and f f  are the error components of the fitness

function of corrected highlight lines, /j* and / ” are the 
error components of the fitness function of original high­
light lines. Thus, the fimess function can be written in fol­
lowing form:

/  = >̂ rf(Cvar>2')- ./■'l ■

We run GA for each surface and for each fitness type, and 
the stop condition was reached at every fitness type. It Ta­
ble 3, ranking of fitness types is shown

FI F2 F3 F4 F5 F6
5.25 3.12 3.62 2.25 3.37 3.37

Table 3: Average performance order o f fitness types
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while Figure 5 gives an overview of their influence on ge­
netic search performance. Compared to other types, we 
achieved only medium results with F1. Stop condition was 
almost every time reached as last, and after taking a closer 
look at the results we learned that the shape similarity is 
barely satisfactory.

When F2 was used, results were reached much earlier 
than with F1. The shape similarity was satisfactory but the 
distances between resulting and desired curves were larger 
than at FI. With F3 the results showed improvement both 
from aspect of distance, and tangency error, however the 
convergence was slower than with FI and F2. Another 
drawback of this method was the fixed number of genera­
tions: it can make the search groundlessly long.

Figure 5: Development o f tangency error at different fit­
ness functions (surface S4)

To make the genetic search more effective, at F4, F5 and F6 
the change of ratio was set to the chromosome variability 
change. As can be seen in Table 3, types F5 and F6 reached 
the stop condition roughly after the same generation num­
ber. A real surprise was the performance of F4. In half of 
the cases, it had the quickest convergence, and it never per­
formed as last.

5.3. Evaluation of scaling types
According to our experience, the order of performance of 
scaling types was unambiguous: basic selection type 
brought the best results in all of the cases. This might be at­
tributed to its property to promote exploration of search 
space. This can be a balance to the susceptibility of RCGAs 
to premature convergence An example for the behavior of 
different scaling types is shown in Figure 6.

Figure 6: Development o f tangency error at different scal­
ing types (surface S3)

5.4. Evaluation of crossover types
The aim of crossover analysis was to choose the best me­
thod for offspring creation and the exploration/exploitation 
ratio. During the analysis of BLX-a, number of a value 
was applied . The gained search results showed that values 
near 0.2 promise the quickest results. This value puts the 
genes into interval of relaxed exploitation. The extension 
of action interval is symmetrical. At crossover type BLX- 
a-9 the extension is larger and the action interval is asym­
metric. This shifts the middle of the action interval. In case 
of an appropriate shift, it can reduce the probability of 
premature convergence and increases the exploration. 
During the experiments, ff = 0.4 brought the best results. 
Comparing with the other types of crossovers, in most of 
the cases BLX-a-0 was the quickest of all (Table 4).

BLX-a BLX-a-e Uniform
Arithmetic

Wright Heu­
ristic

2.12 1.75 3.12

Table 4: Average performance order o f crossover types

The uniform arithmetic and the Wright Heuristic crossov­
ers were mainly in the middle of the performance compar­
ison list. In Figure 7 the performance of tested crossover 
types can be tracked.

Figure 7: Development o f tangency error at different 
crossover types (surface SI)

6. Conclusion and future work
Our method for improving the quality of freeform surfaces 
by modifying its highlight lines is capable of finding the 
surface that corresponds to desired highlight lines with pre­
scribed precision. Best performing genetic operators, strate­
gies and parameters of the genetic algorithm was determined. 
These are given in Table 5.

Fitness Scaling Crossover Mutation
F4 basic BLX-a-0 

a = 0.2, 0  = 0.4
Non uniform 
q=0.8

Table 5: Operators o f best performing genetic algorithm

The method has advantages over existing ones. Comparing 
to other methods it can find the solution regardless of sur­
face representation, complexity of surface shape and high­
light lines. Our method is robust and intuitive, because 
control point modification is achieved through genetic al­
gorithm. without computing highly nonlinear conelation

6
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between control points and highlight lines. It allows the
designer to correct surface by simple redesigning the ab­
normal portions of the highlight lines.
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Appendix

The appendix present the results in visual mode. Pictures 
show the surfaces in following order:
• Rendered image
• Highlight lines of the original surface
• Highlight lines of the corrected surface

Please notice that while rendered image seems to be 
smooth, highlight lines disclose irregularities.
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Figure 11: Surface S4 in its original and corrected form

Figure 13: Surface S6 in its original and corrected form
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Approximating non-metrical distances in 3D
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Abstract
In this paper we give an approach for approximating the 3D non-metrical Minkowski distances with digital dis­
tance measurement tools. 'Ne also present a chamfering algorithm for fast computation. The distance measurement 
is based on weighted neighborhoods and the optimal weights are found by comparing the corresponding spheres 
of the distance functions.

Categories and Subject Descriptors (according to ACM CCS): 1.3.5 [Computer Graphics]: Computational Geometry 
and Object Modelling

1. Introduction

The most usual distance measurement tool in digital image 
processing and in discrete geometry is the Minkowski one, 
which is also known as the Lp one. The general formula of 
Lp in n G N dimension is as follows:

Lp{q,r) =

q .r e  1

f-1
max(|^, -  r,l),

l/p
for 0 < p < oo, 

for p — oo,

The 1.2 di.stance is the Euclidean one, and L\ is denoted 
as Neumann or city-block distance, while the Loo as Moore 
or chessboard distance. It is also known that the general 
Í-P ! 1 < P < oo distance measurement function is a metric, 
that is the following conditions hold:

• Tq,r G R” : Lp{q,r) > 0, Lp(q^r) =  0 q = r (positive 
definite),

• V^,rGM” : Lp{q,r) = Lp{r,q) (symmetric),
• 'rfq.r.s G R” : Lp{q,r) 4 Lp{r,s) >  Lp{q,s) (has the tri­

angle inequality).

If p < 1, the third condition fails. For more details see
II, ts

The purpose of this paper is to find an approximation 
of Lp for 0 < p < 1 in 3D. This investigation is a natu­
ral continuation of our former work for 2D ‘ . We also aim

to present a quick tool to implement the approximation in 
the digital domain. Such an effective algorithm is chamfer­
ing *, which can process a distance map processing an input 
set using neighborhood functions. First, we have to describe 
the geometric structure which is used for approximating Lp 
, and we also have to describe the mathematic properties of 
the approximation.

2. Overview of the approximation

The approximation of Lp is performed in a geometrical ba­
sis. That is, we approximate the unit sphere of L p ,0 < p < l  
with a star-shaped object shown in Figure 1 and 4. The ap­
proximating object is selected to be easily generatable by 
local neighborhoods to be able to build quick distance mea­
surement upon it with a fair approximating performance (see 
Figure 2).

The boundary of the approximating object in the oc­
tants can de defined by planes defined by 3-3 keypoints 
each. In the positive octant these points are the followings: 
P, (1,0,0), P2(0,1,0), F3(0,0, 1), P4(xo,.x-o,0), P5(jro.(),xo), 
Pf,(0,.fo,.xo). From these points the following planes can 
be defined: P 1 (P,. P4, P5), P2 (/"2, L4. Pe). P3 [P?., /"s ■ ̂ 6) • The 
corresponding keypoints in the other octants can be gained 
by changing the signs of the coordinates. However, symme­
try makes it sufficient to investigate the positive octant only.

The three planes intersect at the point X\ (.X) ,.X] ,.ti). The 
intersecting point of two planes and the plane defined by x 
and y axes is Xo(xo,.vo:0). The approximation can be im­
proved further, if we make X] independent of the intersect-
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ing point of the planes, see Figure 3. By this improvement 
we can divide the investigation to special and general types. 
That is, our main goal is to find xq and X].

3. Distance functions for approximation
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(a)

Figure 1: The Lp sphere with p 
imation with the star, where in =

= 6/10 fa), and its approx- 
-1 /3 , (b).

Figure 2: Approximating the Lp , p = 6/10 sphere with the 
approximating object m = —1/3.

(a)

Figure 3: Different types o f the approximating objects. The 
difference is in the number o f the defining planes, and thus 
the coordinates o f jfi. The special case (a) is constructed 
by 24 planes, while the general case (b) is constructed of 
48 planes. For the corresponding selection of x\ see Section 
.5.2.

We will use neighborhood sequences to define the family of 
discrete distance functions for approximating L p ,0 < p < \  
distances. A neighborhood is a pair (P,w), where the point 
set P C is finite, and w . P => R>o is a so-called weight 
function on P, see For p £ P, w{p) is the weight of p. 
Let A be a finite set of neighborhoods. A 3D-neighborhood 
sequence is defined as a sequence N = (A,)J?| over A, that 
is. Ni G A for all i G N. Let 53 denote the set of all 3D- 
neighborhood sequences. If for some j  G N, A, =  Nj+j for 
all i G N, then N  is called periodic with period j. In this case 
we use the brief notation N -  N\N2 ... Nj. If j  = I then N is 
called a constant neighborhood sequence.

We can measure distance by the help of neighborhood se­
quences in a natural way (see e.g. ’ ’ '"). Let q and r be
two points in Z^, and N =  (A ,),í| G with A, =  (P/,u',).
The point sequence S  = [qo,q],... ,qm], where q = qo, r = 
q„,, and q, — G P/, is called an A-path between q and

m— 1
r. The length of S  is defined as £  vr'iííí+i — i/)- The A-

i=0
distance w{q,r;N) between q and r is defined as the length 
of a shortest A-path between them, if such a path exists. 
The distance function generated by A is denoted by d{N). 
For more results on the various families of neighborhood se­
quences, especially on their approximation power, consult 
with I 2 .r-i ft 7 s 9 12 i.r, 14 i.̂  If, our current investigations 
we deal only with constant neighborhood sequences, con­
sisting of symmetric A^-neighborhoods, see Figure 5. As an 
approximating function, we will consider the distance func­
tion:

V  = m\n{d{NX),d{NY),d{NZ)), ( 1)

where for 
NY = Nj:

the neighborhood 
and AZ =  A-,

sequences NX =  Av, 
with N, = {Px,Wx),

Figure 4: Basic overlapping case demonstrating .special 
type of approximation.
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Ny =  (Py,Wy), N~ =- {Pz,W-),  W h e F C  Px =

Py =  P z '  =  { (1 ,0 ,0 ),(-1 ,0 ,0 ),(0 ,1 ,0 ),(,0  -
1,0),(0,0,1),(0,0,-1)}, and we introduce WX, WY 
and WZ for the weights of a step into the direction of j:, y 
and z respectively, see Figure ii.

4. Spheres of distance functions

Hajdú, Tóth /  Approximating non-metrical distances

In this section, we describe the geometrical properties of the 
Lp sphere, and of the approximating star object, such as vol­
ume, surface and the special points like xq and X].

— • — o
y

— h

• —

o —
— •

N—

r \
m— — ~c

— • --- 0

Figure 5: The neighborhod of a point p in 3D. WX = W 
E.W Y -^N  = S and WZ = U = D. respectively.

4.1. Geometry of the Lp sphere

We have to describe the properties of the Lp sphere and the 
approximatng object, such as volume and surface. After hav­
ing these properties of the unit Lp sphere, we can describe 
the approximating object for any 0 < p <  1.

4.1.1. Variable substitution

The V volume and S surface of the Lp sphere in the positive 
octant can be calculated as follows:

The disc of will be referred shortly as a star and denoted 
by Bj). Our aim is to find optimal WX, WY and WZ values 
which case the corresponding star approximates the best the 
Lp sphere for 0 < p < 1. Note that taking the minimum to 
define T> is the key step to extend the former approaches e.g. 
existing forZ.3 with \ < p '.

r' /■(I--''’)'"’ ,/
V =  /  { \ - x ' '+ y '’)'>’’dxdy,(2)

.lx=0 ./v=0
D /■(l-x")'-''’

'= / /.lx=0 Jy=0
 ̂ df{x,y) 1/2

dxdy,{3)
dx dy

where f(x ,y)  =  (I — -l->/^)''^ .̂(4)

3.1. Chamfering

It is a natural requirement to obtain distance maps rapidly, 
thus, several algorithms were proposed for this aim. One of 
them is chamfering ', which calculates distance maps using 
weighted 6-, 18- or 26-neighbohoods in 3D, such that the 
chamfer distance of two points is just the length of any 26- 
connected path between them having the minimal sum of 
weights.

Chamfer distance transformations are performed in two 
(forward/backward) scans over the source using weighted 
neighborhoods.

In the forward step, the procedure starts from the one cor­
ner of the source, moves from left to right and from top to 
bottom, using the forward mask. In the backward step this is 
reversed.

To find a 2-pass chamfering algorithm for our purposes, 
we recall the idea (1) of taking the minimum of more dis­
tance functions. Namely, we calculate more distance maps 
simultaneously, based on the weighted neighborhoods. The 
number of the maps depends on type of the approximation: 6 
maps for the general case and 3 for the special one. Then we 
derive the distance map of V  as the minimum of the other 
maps. Since the temporary distance maps can be calculated 
within the same 2-pass chamfering procedure, and final one 
in its backward step, our algorithm belongs to the family of 
2-pass chamfering algorithms. For more details .see

Unfortunately the complexity of the formulae does not al­
low us to compute the surface and volume for arbitrary p. A 
solution for that is a coordinate transformation from [x.y) to 
(c, (p) as follows:

(p = arctan . 0 < ( p < - .  (.3)

Then the Jacobi matrix and its determinant for the coordi­
nate transformation can be calculated as:

J = dx/dz dx/d(f> 
dy/dz dy/dtp

cos (tp)3/p sin (tp)2/p
2,-,cos (q))̂ ^̂ ri ̂ jn ((p) 2zsin ,-0  ̂(ip)

/icos(ip) i'sin(ip)

(6)

(7)

T.̂  _  2zcos (<p) ' - ' sin ((p)*-'̂ '̂ (cos (tp)  ̂-f sin (tp) )̂
•lU ~ --------------------- :—7—r------7-7------------------- • to)psm((p)cos((p)

4.1.2. The volume of Up sphere

The variable substitution gives us f{x,y) = (1 
Now. based on (2), we have:
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r\ j-ttil
/  /  / J D  (td(p

./;=0  Jif=0

P h^O
,.71/2 .(-íí=21) .

/ cos((p)^ p 'si
j(p=̂0

=

sin((p)  ̂ (9)

4.1.3. The surface of sphere

Computing the surface is similarly executed to the computa­
tion of the volume. That is;

4.2.2. Volume

By computing the volume, the general type is investigated. 
The oject considered in special type can be divided by a 
plane which is defined by the axis at its node and by the line 
x = y = z. The plane described above and the object have two 
intersecting points B and C. Moreover, we have to consider 
the origin D(0,0,0), and the point A, too. That is, the object, 
whose volume is to be computed is a tetrahedron. The base 
triangle is composed by points A,C,D, and its height is x\. 
The area of the triangle can be computed easily, because the 
lenght of the longest side is 1, and its height is .V|, see ( 13).

Vobj = 6 ^ = 6
Tf,h _  . {xo/2)xi

3 = .ro.vi. (13)

=
/■I r’t/2
/  /  /J D  dzdtp

/:=0 ./(p=0
r\ rtl/2 

./;=0 ./(p=0

( 10)

BLn hLf)
1 + ( - ^  ) +  ( ^  ) JD dzdtp.dy

4.2. Geometry of the approximating object

The most simple case is if the object is defined by three 
planes. We take three points to define one of these planes. 
Because of symmetry, the missing points to define the other 
planes:

I\{xo,(),xo), P2(xo,Xo,0), / ’3(1,0,0),
Pi(0,xo,xo), P2 (xo,ao, 0), P^(0,1,0),
p;'(xo,0,xo), P^'iO,xo,xo), P3 (0,0,1).

We use the following points in our further computations:

/l(.vo,0,xo), B(.x,,.x,,x,), C(1,(),0). (11)

4.2.1. Surface

In the positive octant, the S surface of the approximating ob­
ject is the union of three deltoids. The A, B,C points defined 
as special type of approximation divide the deltoid into two 
symmetric parts along its longer diameter. We have to take 
the triangle from A.B,C, take its area, and multiply with 6 
for the whole surface. Thus the formula for surface is inde­
pendent of JC]. That is, the formula for the special type can be 
applied for the general type, as well. The area of the trianlge 
can be computed e.g. by Heron's formula:

a = C ix{-A xQ X \+ lx lf'l- \  

b = (3.v?-2.vi-f 1)^'''^',

c = (2xo-2.i:o + 1) '̂'^ ’̂, 
a + b + c

5. Approximating the Lp sphere

We can apply two kinds of approximation for the Lp sphere: 
’■fully covering case" and "overlapping case”. In the former 
case the z value of the approximating object is greater than 
or equals to the Lp one for all the corresponding (x,y) val­
ues. In other words, the star-object covers the Lp sphere. In 
the overlapping case the star-object and the Lp sphere can 
overlap.

5.1. Fully covering case

5.1.1. Special type

The simplest case is the natural extension of the 2D case. We 
intersect the object and the Lp sphere by the plane defined 
by the x and y axes. Thus, we have the 2D case. From '' we 
have:

xo ' ,( - l//d

In the .special case X\ is the intersection point of three planes 
in the octant:

xq
•Xq -  2 ■

.S'obj =  6s/s(.s -  a)(s -  b)(s -  c). ( 12)

As Lp is concave, we only have to investigate the func­
tion in some special points. These are Xo(a:o,.xo!()) and 
X) (rj ,x\ ,x\), respectively. Since we have chosen Xq as the 
extension of the 2D approximation, we have to check the re­
lation of the Lp and approximating values in (xi.xi.O). In 
Figure 6. we present the I.p and the approximation values 
for several p values. It can be seen, that X] > Lp (.ri ,.ri) for 
every p.

To analyse the correctness of the approximation, we take 
the slice of the approximation on the plane defined be the tri­
angle |(xo,.xo,xo), (xo,0,jfo), (x'o,-xo,0)l- In this 2D case the 
radius of the sphere and the object is xq and the slope of the 
approximating line h  in=  —1. It it trivial that this approxi­
mation is not optimal in 3D. We try to refine our approxima­
tion.
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5.1.2. General type

It can be a simple improvement to add X\ as a common point 
of the approximating star-object and Lp . In this case, the ap­
proximation objects are triangles, whose nodes are on the Lp 
sphere. Since Lp is concave, this approximation always leads 
to the covering case. By solving the following equations:

z =  x =  y =  (1 - ; c " = =

we have (14) for.vj ,̂:

.̂ 1̂  =  3 '“ ''''’^ (14)

5.1.3. Results

Table 1 summerizes the approximation results of the cover­
ing case regarding symmetric difference.

5.2. General overlapping approximation 

5.2.1. Chosing the value of x\

We need a criteria to measure the accuracy of the approx­
imation. We have chosen the compactness ratio defined as 
follows:

volumeCR =  —----- ::r--.

The main tasks in general overlapping approximation are 
to choose the proper .vq and x\ points. We have four ideas for 
choosing X]. The common expectation is that the compact­
ness ratio of the approximating object and Lp must coincide 
(CRz.„ = CRcs).

Case #1 The simple extension of the 2D case. X\ is the in­
tersecting point of the three planes of the star-object. Al.so 
noted as special tpye of approximation.

XQq
xia = - xoq- 2

Case #2 The slope m of 3D star and the slope m' of the re­
finement in 2D are the same.

xqI
x \h=  .

XQJ, -  XOh +  I
Case #3 The X\ is on the Lp sphere as in the general cover­

ing case.
■5 — 1 //?■Dc =  3

Case #4 As we have two variables (.vq and X]), we have 
the possibility to add another criterion to the approxima­
tion, such as the volume and the surface values of Lp 
and the star object have to be the same instead of the

p xo X\a X\h

0 0 0 0

1
1

1 0 2 4
1

2 0 4 7
1

5 9 0 4 9
10 0.00098 0.00049 1.69351e-05 ■

2
1

3 2
1

6 3
1

2 4 3to 0.03125 0.01587 0.00412

3
10

16 in - ^ l T T

0.09921 0.05220 0.02568

n/ I V 3
4
10

\ / 2 - l 6 XT
0.17678 0.09696 0.06415

5
1
4

1
7

1
5

10 0.25000 0.14286 0.11111

i n r i
6
10

4 v ^ - 8 9

0.31498 0.18693 0.16025

i/Vb
7
10

4 ■ J T 6 - 8 9

0.37150 0.22812 0.20816

n <^8
8
10

4 ^ - 8 ~x~
0.42045 0.26618 0.25328

insb ifiTb
9
10

4 inxb-%
0.46294 0.30118 0.29503

j 1/2 1/3 1/3
0.50000 0.33333 0.33333

Figure 6: .V] and Lp values in {x\ ,X] ,Q), p £ [0,1]. Table 1: Approximating Lp (fully covering case).
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compactness ratio. We can hold this criterion by having
0 < xid < A'orf < 1/2:

=Vobj! =5obj. (15)

where 0<a:oj,xod < 1/2 ,0  < < xqj.

5.2.2. Details of ease #2

We take the slice of the approximating object created with 
the plane defined by any two axes at origin, then we take the 
positive octant from this object. From ’• we know that the 
approximation is made by a star. The approximating star can 
be expressed in terms of the slope m' of the line //, defined 
by the more horizontal side of the star:

//,(x) =  xm' — m'.

The object used by the special approximation can be de­
scribed trivially as a function of the slope m .

Figure 7: Finding x\i, by analysing the positive octant in 
3D. C is a node of the approximating object, P\ and P2 are 
the intersecting points of two planes o f the object, and X; is 
the intersecting point of all the six planes of the object in the 
octant. f\  : x = y, and z = 0, fi'- x = y = z.

We analy.se the .3D approximation in the positive octant, 
see Figure 7. Point C is one of the nodes of the star-object, 
while points Pi and P2 are the intersections of two of the 
three planes on the planes defined be axes (x.y) and {x,z), 
respectively. Lines a and b is the extension of the segments 
(C,P|), (C.P2). These lines have intersection points A and 
B with the plane defined by the axis (y,z). The derived 2D 
approximation has the slope m' =  — 1. In that case the star 
must approxiate the 2D Lp circle with r = —m. Note that m is 
the slope-property of the original .3D approximating object.

we have to compute the intersection of the lines defined as 
{X[ , C) and by the x =  y =  z equality:

x\ = A
-f 1 mf- —m \ 1

With the substitution m = x /[x —\), we have .X] expressed 
in terms of .xq:

4
Xq -  .xq + 1

5.3. Defining weights for chamfering

For defining the weights for the chamfering, we have to cal­
culate both the slope m of the 3D object, and the slope m' of 
the refinement. For the known .xq, we can have

.xO
.xO- 1

For computing in', we have to compute first. For this, we 
can leave the third coordiate of X \. We introduce mo as the 
slope of C] -  the projection of the line to 2D. For my, we 
have:

mo :
,xl

xl -  1

For the coordinates of intersection point of e'̂  and the 
plane of {y,z), we have (0, —mo,0). That is, we have 
X((0, —mo,—mg). We have the points 0(0 ,0 ,—m) and 
X] (0, —mg, —mo), thus we can easily compute in':

^  (-m )(-m o)
-mo -  1

The weights for chamfering are now as follows:

WX, =  1,
WX2 = 1,

WY-2 = 1,
WY4 1,

IVZ5 =- 1
WZo 1

f{ x )= m 'x  — m'r, x
m' — 1

X] =  - -

(16)

(17)

Our goal is to have an approximation where m = m '. Thus, 
by an r = —m substitution in (16), we have (17), namely 
the point X((x),.x(, 0). In order to get the proper X| point.

6. Results

In Table 2, we summarize the results for xo and x\ via several 
type of approximations.

See Figure 8 for results of overlapping case and for the 
properties of the approximating object. For computing the 
volume and the surface of the object, we used the .xq and ,X| 
values. Thus, we can compare the properties of Lp and the 
star-object.
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Ovelapping case
p special case Cjoncral ease C asc# l Case #2 Case #3 Case #4

SOi ■̂ l.r ■'0, 'I* •>ot ■'̂ ih x\, XOd ^id

0,0 0 0 0 0 0 0 0 0 0 0 0 0
0.1 0.00008 0.(MK)49 0.00098 0.00017 2.57C-07 1.28.5C-07 0.00009 8.L55e-09 2.239e-08 1.69.3C-05 5.4.37C-06 3.31.3C-08
0.2 0.03125 0.01587 0,03125 0.00412 0.00109 0.00055 0.01.346 0.00018 0.000.39 0.00412 0.00410 0.000.32

0.09921 0.05220 0.09921 0.02.568 0,01662 0.00838 0.06711 0.00480 0.00878 0,02568 0.03447 0.00635
0.4 0.17677 0.00696 0.17678 0.06415 0.06248 ().0322.5 0.14.395 0.02363 0.03') 16 0.06415 1I.IW5U t).0274‘l
0.5 0.25 0.14286 0.25 0.11111 0,13.377 0,07168 0.22233 0.05976 0.09313 o . i i m i 0.17021 0.06528
0.6 0.31498 0.18693 0.31498 0.16025 0.21620 0.12120 0.29.346 0.10864 0,16337 0.16025 0.24718 0.11483
0.7 0.37150 0.22812 0.37150 0.20816 0.29834 0.17532 0..35573 0.16417 0.24241 0.20816 0.32008 0.17019O.K 0.42045 0.26618 0.42045 0.25.328 0.37414 0.23012 U.41002 0.22176 0.32572 0.25328 Ü..38672 0.226750.0 0.46294 0.30118 0,46294 0.20.503 0.441.30 0.28320 0.45769 0.27864 0.41153 0.29503 0,44667 0.281621.0 0.5 0.33333 0.5 0.33.333 0.5 Ü..33333 0.5 0.33333 0.5 0..3.3333 0.5 0..33333

Table 2: Results o f approximations for several p values.

7. Conclusion, applications

Since we have chamfering for computing distance in digital 
space, we can use this rapid approximation in other fields, 
too. In database image retrieval there are usually more fea­
tures. which can be used for comparing images. These fea­
tures can he e.g. color, shape and texture. With our approxi­
mating approach, we can find images which are close to each 
other in their color feature, but they can be far in texture or 
shape.
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Volume for xo, xi values Surface for xq, Xj values
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Figure 8: The results of the approximation in the overlapping case. The surface and volume values are computed with the 
proper Xo and x\ values computed in the corresponding approximation.
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Abstract
Camera calibration is a key problem in 3D/4D computer vision. Several efficient algorithms have been published 
since the late HO’s which try to minimize the error of the calibration with respect to the camera parameters. 
Most o f them deal with the so-called (perspective) pinhole camera models. This is not a .simple goal: the problem 
is nonlinear due to the perspectivity. The strategy of these methods is that they estimate the camera parameter 
imprecisely first, then accurate parameters are obtained by numerical optimization. Therefore, these methods are 
relatively slow. In this paper, we show that the weak-pespective camera model can be optimally calibrated if the 
L2 nonn is used. The solution is given by a closed-form formula, thus the estimation is very fast. We show that 
the proposed calibration method can be utilized in the proble?n of 3D reconstruction with missing data. It is also 
discussed that the scaled orthographic camera parameters can be estimated in an iterative way.

Categories and Subject Descriptors (according to ACM CCS): 1.4.8 (Image Processing and Computer Vision]: Scene 
UnderstandingMotion

1. Introduction

Camera calibration is a key problem in 3D/4D computer vi­
sion. Several efficient algorithms have been published since 
the late 80’s. There are well-known solutions  ̂ to calibrate 
the perspective camera. These methods give a rough estima­
tion of the parameters Hrst, then this estimation is refined 
using numerical optimization. The affine, weak-perspective 
and scaled orthographic camera model have not been consid­
ered separately, to our best knowledge. They are only consid­
ered as auto-calibration problems. Mathematically, the prob­
lem is a factorization one: the so-called measurement matrix 
should be factorized into the product of the camera and the 
stmeture parameters.

The classical factorization method for the full case -  when 
the measurement matrix is factorized into 3D motion and 
stmeture matrices -  was developed by Tomasi and Kanade'-* 
in 1992. The weak-perspective extension was published by 
Weinshall and Kanade The factorization was extended to 
the paraperspective case as well as to the real perspec­
tive one.

The problem of missing data has already been addressed 
by Tomasi and Kanade '■*. They proposed a naive approach

which transformes the missing data problem to the full ma­
trix factorization by estimating the missing entries. Shum 
et al. '- proposed a method to reconstruct the objects from 
range images. Their method is successfully applied to the 
Stmeture from Motion (SfM) problem by Buchanan ct al. L

The mainstream idea to the factorization with missing 
data is to factorize the rank 4 measurement matrix into affine 
stmeture and motion matrices which are of size 4. (The 
Shum-method also computes affine structure and mo­
tion matrices, but the size of those matrices is 3.) This can 
be done by the mathematical method called Principal Com­
ponent Analysis with Missing Data (PCAMD). This prob­
lem has been already pointed out by mathematicians since 
the middle 70’s These methods can be applied directly 
to the ,SfM problem as it is written in Hartley & Schaf- 
falitzky proposed the PowerFactorization method which is 
based on the Power method. Power method is an iteration 
to compute the dominant n-dimensional subspace of a given 
matrix. Buchanan & Fitzgibbon ■' handled the problem as 
an alternation consisting of two nonlinear iterations to be 
solved. They suggested using the Damped-Newton method 
with line search to compute the optimal structure and motion 
matrices. We have also proposed a factorization method ''
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which assumes scaled orthographic camera. This algorithm 
is repeated here in brief. To our best knowledge, there is no 
other factorization method which deals with scaled ortho­
graphic or weak perspective camera models.

We consider the weak-perspective camera calibration and 
factorization in this paper. The weak-perspective methods 
can be used for perspective reconstruction if the elements 
of the measurement matrix are multiplied with the corre­
sponding projective depths as it is proposed by Sturm et 
al. " , or the perspective camera parameters can be estimated 
from weak-perspective camera reconstruction. Finally, the 
results can be refined by the well-known bundle adjustment 
method -.

2. Problem statement

Given the 3D coordinates of a static object’s points and the 
2D coordinates of their projection in the image, the aim of 
the camera calibration is to estimate the camera parameters 
which represent the 3D —̂ 2D projection.

Let us denote the 3D coordinates of the point by X,-, 
T,, and Z,. The corresponding 2D coordinates are denoted 
by Ui, and v,. The perspective (pinhole) camera projection is 
usually written as follows

( 1)

where R is the rotation (orthonormal) matrix, and T is the 
translation vector between the world’s and camera’s coordi­
nate systems. (These parameters are usually called the ex­
trinsic parameters of the perspective camera.) The sign 
denotes equality up to scale. The intrinsic parameters of the 
camera are stacked in the upper triangular matrix C

If the depth of object is much smaller than the distance be­
tween the camera and the object, the weak-perspective cam­
era model is a good approximation:

Ui

Vi
1

■ Xi ■ 

Yi 
Zi
1

=  \M\t\
Xi
Yi
Zi

(2)

where M is the motion matrix consisting of two vectors as 
M = [m],ni2]'^, r is a 2D offset vector which locates the 
position of the world’s origin in the image. In the weak- 
perspective camera model, the rows of the motion matrix 
are not allowed to be arbitrary, they must satisfy the orthog­
onality constraint m\ m2 = 0. A special case of the weak- 
perspective camera model is the scaled orthographic one, 
whenmj^mi —m^mj-

If the affine camera is considered, there is no constraint: 
the elements of the motion matrix M may be arbitrary.

90

3. Camera Calibration
In this section, the weak-perspective, the scaled ortho­
graphic, and the affine camera calibration is discussed. The 
goal of the calibration is to minimize the reprojection error 
in the least squares sense. The reprojection error is written
as

N

I/=1
Ui

Vi -  \M\t]
Xi
Yi
Zi

(3)

where N  is the number of points to be considered in the cal­
ibration, ll-jl denotes the L2 (Euclidean) vector norm. As 
Horn et at.  ̂ proved, the translation vector t is optimally 
estimated if it is selected as the center of gravity of the 2D 
points. These are easily calculated as u =  1 /(VLÍLj k/ and 
v = l /N Y l iV i .

3.1. Weak-perspective projection

If the weak-perspective camera model is assumed, the error 
define in eq. 3 can be rewritten in a more compact form as

where

S  =

T’ 1 r II Tm j S  +  VV2 — m 2 S
I

(4 )

— Ü, U2 — Ü,. .. ,u n  — lt\. (-“>)

-  V, V2 -  V, . . . , ViV -  V1, (6 )

X \ X 2  . . .  Xp  ' 
Ti T2 . . .  Yp

Z\ Z 2  . . .  Zp

(7 )

If the Lagrange multiplier ^ is introduced, the weak- 
perspective constraint can be considered. The error function 
is modified as follows

llvvi—mfsjl -b I |w2 — m2 sj I +'kni\m2 (8)

The optimal solution of this error function is given by its 
derivatives with respect to X, m \. and my.

Tm\ m2 -
SS^ni] — 5h’i -\-Xm2 -

c’T
S S  m 2 — Sw2 +  Xni] 

m2 is easily expressed from eq. 10 as

m2 =  ^  ^5wi -  SS^mi^ .

(9)
( 10)

(II)

(12)
If one substitutes m2 into eq. 11, and 9, then the following 
expressions are obtained:

S S ^ n i\ j  — Sw2 X m i - 0 (1-3)

i m f  ^ 5 h ’i -  S S ^ =  0 (1 4 )
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If eq. 13 is multiplied by X, then mi can be expressed as 
-1

71 =  -  X^I^ (^Ss'^Sw  ̂ -  XSw2^ (155)

where /  is the 3 x 3 identity matrix. If the expressed mi is 
substituted into eq. 14, the equation from which X should be 
determined is obtained:

where

{X)B~'^(X) (5h'i = 0  (16)

.SS'^Swi -X Sw 2

B(X) = SS'^SS'^ -  X^I
(17)
(18) 
(19)

/4(X) and B{X) are matrices which have elements contain­
ing polynomials of unknown variable X. This kind of matri­
ces are called matrix of polynomials in this study. The dif­
ficulty is that matrices A{X) and B{X) should be inverted. 
However, this inversion can be written as a fraction of two 
matrices. For example, B~ ' (A.) can written as

B-'{X) =
adj (SS'^SS^ -  X-/J 

det (SS^SS^-X ^E )
(2 0 )

where adj(.) denotes the adjoint' of a matrix. It is trivial 
that det(/?(A.)) is a polynomial of X, while adj(S(A,)) is a 
matrix of polynomials. This expression is useful since the 
equation can be multiplied by the determinants of B(X) and 
A{X).

If one makes elementary modifications, eq. 16 can be 
rewritten as

A^(A.)adjfl^(A.) detB{X)Swj -  SS'^adjB{X)A(X)
deiB{X) detfljA.) 0 (21)

It is trivial as well that eq. 21 is true if the nominator 
equals to zero. The Lagrangian parameter X is calculated by 
solving the polynomial as follows

A^(A.)adjB^(A.) (detB(A.)Sw| -55^adjő(A.)A(A.)) = 0.
(2 2 )

This final equation is a polynomial of degree 10. It has 
10 complex solutions, but only the real values must be con­
sidered. The obtained real values of X should be substituted 
into eq. 1.6 and the yielded mi and X into eq. (12). Then the 
optimal solution is the one which minimizes the reprojection 
error in eq. 3.

3.2. Scaled Orthography

Scaled orthography is a special type of weak perspective 
projection. While the weak-perspective model assumes that 
the two base vectors mi and 1112 are orthogonal, a novel 
assumption is introduced in the scaled orthographic pro­
jection model: the length of the base vectors are the same

7* T(mi m\ =  m2 m2).

Unfortunately, we have not found a closed-form solution 
which minimizes the reprojection error. We have proposed 
the following trick in our paper published in 2008. If an 
initial value of the motion matrix is given, the base vectors 
of the motion matrix M can be completed with a third row 
my. its row is orthogonal to the first two rows, its length is 
the average of those. Then the motion matrix is a scaled or­
thonormal one: M = qR .The third projected coordinates can 
be estimated as wr, =  m^S. Let us introduce the measure­

ment matrix W — u>2 , W3 | , then the reprojection error
is given as follows

||W -í/í5 ||^ (23)

where || ||^ denotes the Frobenius-norm of a matrix^. This 
is the well-known registration problem of 3D pointsets in 
matrices S and M. The optimal solution has been already 
published * except the e.stimation of the scale which is 
given in the appendix. (The appendix describes the compu­
tation of the optimal translation and rotation as well.)

3.3. Affine Camera

The affine camera is the simplest one: the projection is rep­
resented by a 4.r4 matrix with no constraints. This matrix 
represents the camera orientation as well as the translation 
and affine distortion. The reprojection error is given as fol­
lows

(24)

where Majr is the affine motion matrix, is the 4 x F affine 
structure matrix. The calibration problem is linear with re­
spect to the elements of Mgg. The optimal solution is calcu­
lated as follows.

Aiaff = (25)

where f denotes the so-called Moore-Penrose pseudoin­
verse.

4. Structure from Motion with Missing Data

In this section, it is described how can the above discussed 
methods apply to the factorization problem.

t  The transpose of the adjoint is also called as the matrix of cofac­
tors.

Í The Frobenois norm of a matrix is the sum of the square of all 
elements of the matrix.
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The proposed method is a down-hill alternation to mini­
mize the reprojection error defined as follows

2
H Q {W -{M \t] (26)

where M is the motion matrix consisting of the camera pa­
rameters in every Irame, structure matrix S contains the 3D 
coordinates of the points. (Points are located in the columns 
of matrix S.) ‘O '  denotes the so-called Hadamard product^, 
and H is a the mask matrix. If H,j is zero, then the point 
in the frame is not visible (missing). If Hij = 1, the point 
is visible. Remark that the motion matrix M  in this formula 
consists of the motion matrices of all the frames.

Algorithm 1 Summary of scaled orthographic factorization

^(0) ((0) (̂0) paraijieter Initialization
H. W ‘'° \  -Í- Completely,

repeat
I

s(i^) ^

•1 )

■ M-Step(//,w'*),S'*“ 'b
-  Complete(W,y,M<*'\s(^' 
S-StepiH

-  Complete(W,y,M^*^),S(*^))

until
verges.

HQ W i k ) ^MÍk) \ , l k )
g{k)

1
con-

Each cycle of the proposed methods is divided into the 
following main steps:

1. M-step. The aim of this step is to compute the motion 
matrix M =  lA /f.M j,. . .  ,m [ and translation vector 
t =  [rf ,Í2 I • • ■ where the index denotes the frame 
number. It is trivial that the estimation of these subma­
trices are independent from each other if the elements of 
the structure matrix S are fixed. The optimal solution is 
given by one of the camera calibration algorithms given 
in section 3. Note that missing data should be skipped in 
the estimation.

2. .S-step. Tha goal of the S-step is to compute the struc­
ture matrices if the elements of the motion matrix and 
the translation error are fixed. The 3D points represented 
by the columns of structure matrix must be computed 
independently. (They are independent from each other.) 
Missing data should not be considered in the estimation 
of course. The optimal solution is given by the Moore- 
Penrose pseudoinverse.

The summary of the proposed algorithm is given in Alg. 1 
and 2. Alg. I shows the skeleton of the factorization for 
the scaled orthographic camera, while alg. 2 that of affine

and weak-perspective ones. The difference is that the motion 
matrices and the measurement matrix should be completed if 
the scaled orthographic camera is assumed as it is described 
in sec. 3.

Algorithm 2 Summary of affine / weak-perspective (SO) 
factorization______________________________________

Parameter Initialization
k t ^ O
repeat

k t— k  -f  1
^  M-Step(y,W,S<'^” '))

^  S-Step(y,W,M<*^))
g{k)

until H Q  IV M '
1

converges.

5. Parameter initialization

The proposed factorization method requires initial values of 
the matrices. The key idea of our initialization is that the fac­
torization with missing data can be divided into full matrix 
factorizations of submatrices as we proposed in 'b

/I 0  B = C if Cij ~ aij ■ bij.

Figure 1; Problem divided into factorization of submatrices.

The Tomasi-Kanade factorization needs at least 3 frames 
to compute structure and motion. Therefore, the selected 
feature points should be visible in frames 1, 2, and .3 as it 
is visualized in the left image of Fig. 1. Then the Tomasi- 
Kanade factorization ' ' with the extension of Weinshall and 
Kanade is run with the selected feature points. Motion and 
structure matrices (Mi and S]) and offset vector 1\ are ob­
tained by full matrix factorization. Then another full matrix 
is formed with the feature points visible in frames 2, 3, and 
4. By applying the factorization, motion matrix M2, struc­
ture matrix Sj. and offset vector t2 are computed. Matrices 
M3, 53, and offset vector Í3 are computed from the points 
visible in frames 3.4, and .“i. This process is repeated until 
the matrices M/. _2> 6'/.-2- and //. _2 are obtained. The .steps 
of parameter initialization are summarized in Algorithm 3. 
The key problem of the initialization is to register the results 
of the new factorization to the already registered ones which
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Algorithm 3 Parameter Initialization
W\ <— Feature points common in frames 1,2,3.

t—TomasiKanadeCWi) 
for / =  2 to {F — 2) do

Wi Common feature points of frames /,/ 4 1,/ 4 2.
<— TomasiKanadefVF,)

Put points common in 5 and 5, into S' and S'j, respec­
tively.
Register matrices S' and S' to each other.
Update matrices M and S and offset vector t 

end for

are contained by matrices M, S, and vector t. New factoriza­
tion in the cycle can be written as

mu] (27)

The feature points common in S and 5, are denoted by S ', and 
S'i, respectively. These point sets should be registered to each 
other by the method described in the appendix. If s'-' and s'/
denote the f  
given by

■ih elements of the point sets, the registration is

s '  t=áqR[s'/ - 02) + ou (28)

where q. R, o\, and 02 are the scale factor, rotation matrix, 
center of gravity of the first, and that of the second point 
set, respectively. The original structure matrix 5, should be 
transformed as well. After transformation, the new points are 
added to the point set S.

The last two rows of AÍ, and i, are inserted at the end of AÍ, 
and t, respectively, if the matrices M, and r, are transformed 
as follows:

6. Tests on synthesized data

Several experiments with synthetic data have been carried 
out to study the properties of the proposed methods. Three 
methods have been compared: (i) SO Scaled Orthographic 
factorization, (11) WP Weak-Perspective factorization, (iii) 
AFF: Affine factorization.

We have examined three properties of the reconstruction 
as follows.

1. Reconstruction error: The reconstructed 3D points are 
registered to the generated (ground truth) ones as it is de­
scribed in the appendix. This registration error is called 
reconstruction error in the tests.

2. Motion error: The row vectors of the obtained 3D motion 
matrix can be registered to that of the generated (ground 
truth) motion matrix. This registration error gives the er­
ror of the motion.

3. Time demand: The running time of each algorithm is 
measured. The given values contain every step from the 
parameter initialization to the final reconstruction.

In order to compare the affine methods listed above to 
the proposed alternation algorithm, the computation of the 
metric 3D structure is carried out by the classical weak- 
perspective Tomasi-Kanade factorization. The 2 f  x 4 affine 
motion is multiplied by the 4 x F affine structure matrix, and 
a full measurement matrix is obtained. Then this measure­
ment matrix is factorized by Tomasi-Kanade algorithm 
with the Weinshall-Kanade ' '  extension.

All of the methods were implemented in .lava. (The code 
will be available from the Internet soon.) The tests were run 
on an Intel Core4Quad 2.33 GHz PC with 4 GByte mem­
ory. The implementation is a single threaded one, we plan to 
make it multi threaded in the future.

M i  ■ 

ti • tj+M i02— ^M íR'^O],

(29)

(30)

The parameter initialization can be applied for both the 
weak-perspective and the scaled orthographic camera mod­
els. The difference is only that different motion constraints 
are considered in the factorization as it is proposed by Wein- 
shall et al.

The affine parameter initialization is very similar. There 
are two differences:

• The factorization of the submatrices are carried out by a 
Singular Value Decomposition. The four most dominant 
singular value, and the corresponding vectors should be 
kept.

• The registration of the factorized submatrices is a linear 
problem. It is done using the pseudoinverses of the com­
mon matrices.

6.1. Generation of the measurement matrix

The input (measurement matrix) is composed of 2D trajec­
tories. These trajectories are generated in the following way: 
(i) Random three-dimensional coordinates are generated by 
a zero-mean Gaussian random number generator with vari­
ance Gy), (ii) The generated 3D points are rotated by ran­
dom angles, (iii) Points are projected using scaled ortho­
graphic projection. (The scale parameter itself are generated 
by a continuous uniform distribution with boundaries 0.5, 
and 1.5.) (iv) Noise is added to the projected coordinates. It 
is generated by a zero-mean Gaussian random number gen­
erator as well. Its variance is set to G2d- (v) Finally, the mea­
surement matrix W is composed of the projected points, (vi) 
Motion and structure parameters are initialized as it is de­
scribed in Sec. 5. For each test case, 25 measurement ma­
trices are generated and the rival reconstruction methods are 
executed 25 times. The results shown in this section is cal­
culated as the average of these 25 executions.
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Figure 2; Structure of mask matrix.
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Figure 3: Reconstruction abd motion errors and time demand 
w.r.t. 2D noise.

6.2. Generation of the ma.sk matrix

The mask generator algorithm has three parameters: (i) P: 
Number of the visible points in each frame, (ii) F: Number 
of frames, (iii) O: Offset between the neighboring frames. 
For our synthetic tests, offset was set to O =  2.

The structure of the generated mask is illustrated in Fig. 2. 
The missing data ratio in the matrix is calculated by the fol­
lowing equation: md% =  lOOFF/ (F (F-t- (F — 5) O)).

General remarks. The tests show that the SO algorithm 
outperforms the other methods in every test case. This is 
not surprising since the test data have been generated using 
scaled orthographic projection. This is true for the recon­
struction error as well as the motion error. The second place 
in accuracy is given to the proposed weak-perspective (WP) 
method which is always better than the affine one, but it is 
slightly less accurate comparing to the SO method.

Examining the time demand, it is not clear which is the 
fastest and the slowest method. The WP algorithm is al­
ways faster than the SO one, but the affine (AFF) method 
can be faster as well as slower than the rival algorithms. 
The affine factorization is slow when there are huge amount 
of input data. It is because a full factorization must be 
applied after the affine factorization to obtain metric recon­
struction, and this can be very slow due to the Singular Value 
Decomposition. Flowever, this SVD-step can make faster if 
only the three most dominant singular values and vectors are 
computed. Unfortunately, the Jama Matrix Package (JAMA) 
which we u.sed in our implementation does not contain this 
feature. As it is shown in there are several methods which 
implement affine reconstruction. We showed earlier that 
the fastest method of those is the so-called Damped-Newton 
algorithm, which is significantly faster that our affine imple­
mentation.

Error versus noise (Figures 3 and 4) The methods are 
run with gradually increasing noise level. The reconstruc­
tion error increases approximately in a linear way for all 
the methods. The test sequence consists of 100 frames, and 
F — 500 was set. The missing data ratio is 35.72%. The noise 
level is calculated as IOO020/O3/J.

The test indicates that the SO algorithm outpowers the ri-

Figure 4: Time demand w.r.t. number of points.

val ones, and the WP method is better than the affine one 
as it is expected. However, SO needs the most time to finish 
its execution, and the faster method is the proposed weak- 
perspective one.

Vi:-,
r .

Figure 5: Reconstruction and motion errors and time demand 
w.r.t. number of points.

Error versus number of points (Figures 5 and 6) F in­
creases from 200 to 500. (The missing data rate decreases 
from approx. 70% to 40%.) The noise level is 5%, and the 
sequence con.sists of 100 frames. The conclusion is similar 
to the previous test case: the most precise model is given by 
the SO algorithm, the .second one is the WP method. The 
difference is not significant. However, the weak-perspective 
reconstruction is much faster than the scaled orthographic 
one.

Error versu.s number of frames (Figures 7 and 8) F
increases from 20 to 190. The missing data ratio increases 
from 5% to 70%.The noise level was 5%, and F = 500 was

94



Hajder /  Camera Calibration

g 1.0 . £
& IVR.
I  : Ji 1 1

;;oo
Figure 9: Original images and corresponding masks of ‘Cat’ 
sequence.

Figure 6: Time demand and missing data ratio w.r.t. number 
of points.
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template matching method. The measurement matrix of the 
sequence consists of 2290 points and 92 frames. The missing 
data ratio is 82%.

The 3D reconstructed points are visualized on Fig. 10. We 
have tested every method and we have compared the time de­
mand of the methods: the running times of the affine, scaled 
orthographic, and weak-perspective factorization were 484, 
199, and 99 seconds, respectively.

Figure 7: Reconstruction and motion errors and time demand 
w.r.t. number of frames.

set. In each test case, the most precise algorithm was the one 
consisting of the scaled orthographic camera model, but it is 
the slowest one as it is expected. The accuracy of the weak- 
perspective factorization is better than the affine one both in 
structure and motion reconstruction.

7. Test on real data

We have tested the proposed algorithms on our ‘Cat’ se­
quence. The cat statuette was rotated on a table and 92 pho­
tos were taken by a commercial digital camera. The regions 
of the statuette in the images were automatically determined 
as it is demonstrated in fig 9.

Feature points were detected using the widely used KLT 
algorithm, and the points were tracked by correlation-based

1

Figure 8: Time demand and missing data ration w.r.t. number 
of frames.

Figure 10: Reconstructed 3D points of ‘Cat’ sequence. 
Left: Affine. Center: Scaled Orthographic. Right: Weak- 
Perspective.

8. Conclusion

We have presented the calibration algorithms of the weak- 
perspective and scaled orthographic cameras. The calibra­
tion of the weak-perspective camera parameters are given by 
a closed-form formula, while that of the scaled orthographic 
one is being obtained by an iteration. The proposed methods 
are successfully applied to the structure from motion with 
missing data problem. The novel algorithms are more accu­
rate than the state of the art affine reconstruction. The scaled 
orthographic is a bit more precise and significantly slower 
than the weak-perspective one.
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Appendix A: Optimal 3D point set registration

Given two point sets, both containing N  points, the goal 
is to minimize the registration error with respect to the 
rotation matrix R, scale factor s and 3D offset vector o. 
The registration error is defined by the following formula: 
Y!i=\{cti — {sRbi+o))^{ai — {sRbi + o)), where a,- and hi 
are the /'* 3D vector of the first and second point set, respec­
tively. Horn et al. ** proved that the registration error defined 
above is minimized optimally with respect to the offset vec­
tor if o is the difference between the centers of gravity of the 
two 3D point sets.

Let us subtract the center of gravity from the datasets. 
Let denote the i'̂  points of the new point sets by a ' and f>', 
respectively. The registration error is modified as follows: 
Y.f=\ ((I'i — sRb'iY {a'i — sRb'j) It can be shown by calculat­
ing the derivative of the error function with respect to R 
that the minimization problem is equivalent to maximizing 
the Y!i=\sa'^Rh'i expression w.r.t. R. Scale vector does not 
influence the maximum, thus the problem is to maximize 

Rb\. Arun et al. ' proved that if the SVD of matrix 
b'ia'î  is UDV^, then the optimal solution is R = VU ^.

Let us rotate the second point set by R. The rotated 
vectors are denoted by double prime: b” =  Rb',. The reg­
istration error becomes yJiL i [a'l—sb'/). The
scale factor can be calculated optimally by differenti­
ating the registration error with rescpect to the scale: 

=  0 The solution is given by the{sb''^'b^'-a^brL i = i

following formula:^ =  YIí=[o'í b'i b"i. Note that
Horn et al. also proposed a formula to compute the scale, 
but their solution is not optimal.
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Accuracy Analysis of an Enhanced Peak Detector

Tibor Kovács, Department of Automation and Applied Informatics, Budapest University of Technology and Economics

Abstract

A novel peak detection method is discussed in this paper appliedfor an active triangulation laserscanner. The peak detector is 
used to find the initial point o f a line tracker algorithm. The focus o f the development was on the accuracy. Six other widely 
used peak detectors are compared to the discussed one from this viewpoint.

First part o f the paper describes the motivation o f the development and sumarizes previous results. The second section 
presents the methodology o f the development. Third section describes the defined peak detector. In the fourth part the six 
concurrent peak detectors are presented and compared to the defined algorithm. Finally the conclusion and some application 
examples are demonstrated.

1. Motivation

The research touched in this paper was started when computer 
graphics in Hungary was low represented in electronic media. The 
accuracy, safety and efficiency of the industrial production was not 
widely enhanced by image processing systems. Nevertheless, it 
could be seen that this field of computer science was developing 
dynamically.

Industrial branches absorbing scientific results induced more 
research and innovation. At first this advancing effect was 
considerable in visual culture, because the advertisement market 
was more potent then industry. More and more films, titles, 
multimedia publications produced by animation and digital 
modeling technology were appearing. In the film industry a 
competition was evolved for the more and more dazzling, 
compelling or often invisible video effects published by a 
computer graphics studio. From this time forth it was not only a 
visual game; more and more news could be read about budget, 
income figures or success of a production from Hollywood. Today 
an impressive infrastmcture is built behind these results: hardware 
elements, theoretical and practical knowledge, and software 
technology.

The development was started in this environment. First it was 
exciting to create non-existing worlds on the screen simply based 
on the laws of fantasy. However, when synthetic scenes could not 
be enhanced significantly by tuning of parametric mathematical 
models, demand (and the possibility as well) was arisen to get the 
reality and convert it to the language of computer. Systems are 
existing to extract geometry, surface texture, colour, even the 
movement of objects. Furthermore, these systems depending on 
configuration serve not only the entertainment industry but help in 
medical tasks, installed in the sensing systems of industrial robots, 
safety or remote sensing systems, in some cases help sportsmen or 
people with handicap.

Unfortunately, this technology is generally expensive. Because 
of this reason one of the targets of the research was to apply 
cheaper hardware tools and configuration, at the same time 
software solutions should reach as high accuracy of 3D CAD 
model creation as possible. After some initial success it was

realized that the noise of the workflow degrades the accuracy of 
the resulting model. The research target was not to enhance the 
accuracy by installing more advanced hardware elements (lower 
noise, higher resolution) the statistical integration of the noise 
became focused more and more. Naturally, research and 
development is not shut down and it is intended to apply the 
device in the education or can be a good basis of further R/D 
projects.

The intention of my study was to create a low-cost, 3D 
scanning system with clear structure. The designed system is based 
on the active triangulation principle with line-stmctured light 
source. During the development accuracy was in focus, any other 
circumstances -  including the speed of the system -  were 
secondary. The subject of the research was to control, handle 
geometrical differences between real and digital model by 
software solutions, and how the noise originating from different 
sources can be managed.

2. Configuration

The layout of the experimental device includes a light source, 
an imaging system, an object table and a computer. The system is 
presented in Figure 1.

Object table: The object is set onto a rotating table in order to 
creating vertieal sections of the object. The table is driven by a 
stepping motor connected to the table item by an XL timing belt. 
The gear ratio is approx. 1:20, the minimal step of the motor is 1.8 
degree, so the table can be rotated by 0.05 degree increment. The 
control of the motor is designed based on an ATMEL 
microeontroller that handles coils of the motor and the reset sensor 
(an infra gate).

The firmware of the controlling card receives commands from 
the host computer via serial connection. An elemental rotating 
process is divided to three parts because of the safe and accurate 
rotating of an object: an acceleration phase, constant velocity 
phase, deceleration phase.

The table can be set to the initial position with the signal of the 
reset sensor. It is important, because the camera calibration object
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has to be fixed onto the table, and during the calibration it has to 
be located and oriented in a well-defined position.

Rotating table

Light source

Figure 1: The configuration o f the active triangulation 
scanner, with rotational table, laser source and imaging system.

The table can be set to the initial position with the signal of the 
reset sensor. It is important, because the camera calibration object 
has to be fixed onto the table, and during the calibration it has to 
be located and oriented in a well-defined position.

It is planned to build a sliding object table as well in medium 
term (Figure 2.). The application using this hardware is prepared to 
handle transformations in connection with translational scanning 
method.

Figure 2: Rotating table for creating cylindrical sections and 
sliding table for producing linearly distributed sections.

Light source: The light source is a He-Ne laser with additional 
optics (Harry [1979]). The light beam is to be dispersed to a 
vertical line by a cylindrical lens. The quality of the line is 
enhanced by a collimating system constructed by two lenses with 
focal length of 37.2 mm shown in Figure 3. A temporal coherence 
reducing element can be inserted into this optical unit in order to 
deflate the disturbance of the speckle noise characterizing laser 
systems. This kind of device is the reduced speckle noise light 
source of Lasiris (StockerYale [2009]).

Convergent beam

Gotlimator Cylindrical lens

Figure 3: The collimator and the light knife.

Image Sensor: The image sensor is a Lumenera 130C camera 
head connected via USB to the host computer (Lumenera [2009]). 
The CCD has resolution of 1.3 megapixel. The system is ideal for 
programming because a lot of low-level functions can be reached 
and the native pixel flow can be got from the CCD. A C-H- based 
driver was created with a C# interface, because the host 
application is coded in C# .NET environment.

Zoom, focus and aperture can be set manually.

Frame: The frame is constructed of aluminium alloy partially 
based on ITEM type standard elements. The mechanical design is 
focused on the freedom of the development. So the position of 
light source, camera can be set, the base angle of the triangulation 
can be defined coaxially with the rotating axis of the table. In order 
to reduce the unwanted reflections by the elements of the frame all 
of the element will be eloxed to black.

Software: The low level parts of the driver application 
cooperating with the scanner is developed in C-H-. Camera driver 
and the serial port controller of the motor are encoded in this way. 
The higher level functionality of the system is implemented in 
NET C#. The visualisation module is constructed using DirectX.

The main application is running under Windows XP operation 
system.

3. Accurate tracking of a line

Results are pointing at the expected accuracy of the generated 
geometrical model based on probability theory, taking into 
consideration circumstances, conditions and algorithms shown in 
related publications. Parameter set can be calculated under given 
accuracy conditions, as well.

The line tracking method consists of two essential steps. The 
first step is a peak detector to find the initial point of the line 
tracking with subpixel resolution, applying real coordinate values 
instead of integers, in order to reach the maximum accuracy. This 
phase is the subject of present paper. A comparison is given 
between some widely applied peak detectors from the viewpoint of 
accuracy.

In the second step an algorithm is defined for the line tracking, 
focusing on the direction finder starting from intensity maximum. 
The line tracking is started in two directions from the initial point; 
upward and downward. More detailed information about the line 
tracking can be found in (Kovács [2007]).

In order to guarantee the mathematical clarity of theoretical 
results a research framework was defined to prove and confirm 
statements by measurements.

4. Methodology of research, application

The development has mn on two branches. On the one hand 
new scientific results was examined, tuned, analysed and 
documented in a simulation framework. It was necessary because
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of the specialities of this field. In some cases decomposition or 
superposition of signals occur that cannot be studied themselves in 
a real environment. For instance a real video signal cannot be 
decomposed to a noiseless signal and a neutral noise. The bridge 
between the real noisy environment and theoretical algorithms is a 
noise modell that can be used by the algorithms of the synthetic 
environment. The validity of this noise model is proven in the built 
configuration with the installed image sensor. A measurement 
environment was designed and built that is described in (Kovács 
[2007]).

On the other hand, the designed 3D scanner device was created 
with cooperation of my fellows and students. This system validates 
the elaborated procedures on real objects and it serves as a good 
basis of further research or using the aggregated knowledge in the 
education. To meet this ideal goal the device was designed and 
built of open hardware and software elements. It means that 
changing or adding items in software or hardware modules are 
easy and standardized.

The simulation Ifamework was implemented in Visual Studio 
C# and Microsoft Excel - Visual Basic. The driver system and user 
interface was developed in Visual Studio .NET/C# system with 
support of DirectSD and C++.

5. Finding the initiai point: definition of the peak detector

The intensity profile of the light source in a scan line of the 
frame buffer is Gaussian (Tradowsky [1971]), and noise originated 
from the digitizing process is superimposed onto it, A number of 
effects distort the ideal signal in the system. For instance the 
geometrical distortion of the imaging system, the non-ideal 
features of the laser source and the optical elements, the distortions 
originated from the nonideal surface characteristics of the 
workpiece (unwanted reflections, errors generated by the 
roughness or texture of the object surface) and the noise of the 
imaging system. The image consists of two effects:

• The noiseless signal of the laser line with Gaussian 
intensity cross section changing the deviation and the 
amplitude depending on the geometry and optical 
features.

• Noise superimposed onto this ideal signal originating 
from a number of sources. This noise is additive, zero 
mean. There is no restriction on the distribution of the

The task is to find the symmetry point of this noisy profile 
along a scan line. This point will be the initial point of the line 
tracking. The finding process is taken in real domain in the image 
space. The result (u coordinate of the initial point of the line 
tracking) is real, so this is a subpixel accuracy procedure.

Definition o f EGA (Enhanced Gauss Approximation) 
algorithm: The initial point of the line tracking can be determined 
in the image space defined above along a sample set of a scan line 
as the symmetry point of the Gaussian regression. The goodness of 
fit is characterised by the minimum of the square error between the 
noisy profile and the regression curve. The initial point u 
coordinate is calculated as:

" ^ { x .- x f in y .  - n ' ^ { x , - x )

2X (^i -  Jc)" n ' ^ ( X i - x Y  \ n y , - ' ^ \ n y , - ' ^ i x i - x f
i=l /=1

where m is the real u coordinate of the initial point, x, is the u 
coordinate of the ith sample element, x is the average of them, y, 
the intensity value of the ith sample element, n is the length of the 
sample.

The formula is originated from the following idea. A parabolic 
regression has to be made on the logarithm of the pattern. The 
fimction to fit:

Ti =/(JC,) = ^exp

After the In operation:

B

x~ + — 2mx,
B

z, = g (x f  = In f ( x f  = Iny, = ln,4 -  

The formula used for the regression: 

g(jCi) = A  + M  +

Written the normal equations the EGA formula can be derived 
as a solution.

Figure 4. presents the operation of the EGA peak detector in 
simulation environment, figure 5. demonstrates a result in real 
environment.

Figure 4: Working o f the EGA peak detector in artificial 
environment.

Figure 5: Working o f the EGA peak detector in real 
environment.

99



Fifth Hungarian Conference on Computer Graphics and Geometry, Budapest, 2010

It is proven by measurement in the next section, that the EGA 
procedure is more accurate then six widely used peak detectors.

6. Comparison

Forest, Salvi, Cabmja and Pous published a comparative 
analysis about peak detectors (Forest; Laser... [2004], more 
detailed; Forest; New Methods... [2004]). In their work a study 
was referred from Fisher and Naidu (Fisher [1996]). In this 
publication the five widely applied peak detectors are compared 
from the viewpoint of accuracy and noise sensitivity. Henceforth 
Forest et al. recommended a sixth one, that is more effective in 
noisy environment then the previously introduced five algorithm. 
The five detectors are the following;

• Gaussian approximation (GA)

ln(o) -  ln(c)
2 (ln(a)  + ln (c ) -2 - ln ( i )

• Centre of mass (CM)

S  =  -
a + b + c

• Linear approximation (LA)

A' =
c < a : x -

2(b-a) 
a - c  

2(6- c )

' Blais and Rioux detector (BR)

/ ( /  + l ) > / ( i - l ) : g(0

S = {
/ ( i  + l ) < / ( / - l ) :

g ( ' ) - g ( '  + l) 
g ( ' - l )  

g ( ' - i ) - g ( 0

• Parabolic estimator (PE)

S = -  
2
1 f  a - b

Ai-Ao

0.05 pixel resolution. The changed parameters during the 
measurement were the following;

• Gaussian profile line width at half amplitude (2, 4)

• Deviation of the noise (zero mean normal distribution noise 
with deviation O.OI, 0.02, 0.03)

• Size of the convolution kernel of the FA algorithm (1 (no 
noise reduction), 3, 5, 7 window size)

• Noise threshold of EGA algorithm (0.3, 0.5, 0.7)

An item of the test sequence was the following. A scanline was 
generated with an ideal noiseless Gaussian profile loaded by the 
noise. The maximum position of the profile has been run in 
domain x=10...40, with 0.05 pixel steps. Thus one item of the 
sequence consisted of 601 measurements. Four parameters above 
was changed in sequences, thus 60 test sequences was generated. 
The absolute error and deviation of results of EGA and FA 
algorithms were highlighted in sequences. The result is presented 
visually in Figure 6.

-2b + a)
where island for the subpixel offset, the a, b and c stand for the 
three consecutive pixels of the peak, where b is the maximum in 
intensity value,/(n) is the image function, g(n) is the filtered 
derivative of the image function, A" is a real position coordinate.

The sixth algorithm defined by Forest et al. (FA) is a 
combination of a noise reduction by a convolution and a first order 
differential line detector. Since the laser knife has Gaussian 
profile, the task is to find the zero crossing of the first derivative of 
this profile, it represents the maximum place of the cross section.

Forest approximation (FA)

Ao(X|-x„)

Figure 6.' Comparison o f the absolute error o f EGA, EGAFIR, 
FA

where xo is the position of the pixel preceding the zero-crossing 
position, X; is the position of the pixel after the zero crossing, yo 
and v; are intensities of these pixels respectively.

Since the referred source was not detailed enough to 
reconstruct measurement circumstances, I have implemented the 
EGA and the FA (the best procedure recommended by Forest et 
al.) algorithm in one framework for the analysis of the accuracy. 
Thus both procedures could be run in the same test environment 
with a number of settings. In noiseless case both of them 
calculated the position of the maximum with 100% accuracy under

Figure 1: Comparison o f the deviation o f error o f EGA, 
EGAFIR, FA.
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In summary, the FA produces weaker absolute error in 76% of 
the cases than the EGA method in spite of applying FIR filtering. 
If the same FIR noise reduction is inserted into EGA procedure 
than in the FA (EGAFIR), this figure is improving to 96%. In my 
experiences the FA is very sensitive to the noise, that can be 
explained by the derivative procedure. The EGA is more balanced 
taking into consideration the whole measurement. It is presented in 
Figure 7.

It is interesting that there is an algorithm based on Gaussian 
Approximation among peak detectors published by Forest team 
(GA). GA uses three consecutive samples (the central is maximal). 
The EGA method takes into consideration all samples of profile 
over a threshold. Naturally the EGA approach demands more 
calculations, but based on the results it is more accurate. On the 
other hand, the EGA method can calculate the line width and the 
amplitude ifit is necessary opposite to other peak detectors.

Forest, Josep Collado [2004]. „New Methods for 
Triangulation-based Shape Acquisition Using Laser
Scanners", Tesi Doctoral, ISBN: 84-689-3091-1, p. 150.

Fisher, R. B., D. K. Naidu [1996]. „A Comparison of 
Algorithms for Subpixel Peak Detection", in „Image 
Technology, Advances in Image Processing, Multimedia and 
Machine Vision", Springer-Verlag, Sanz, Jorge L.C. (Ed.), 
pp. 385-404.
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GRAFGEO 2007: fV. Magyar Számitógépes Grafika és 
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7. Conclusion

A novel peak detection method is defined in this paper. The 
peak detector is a component of the workflow of a laser scanner 
based on the active triangulation phenomenon built in our 
department.

The line tracking subsystem of the laser scanner consists of two 
steps. The first is finding an initial point of the line following 
procedure, the second is the line following itself In the paper the 
Enhanced Gaussian Approximation (EGA) algorithm is defined 
and analysed for the former step.

The peak detector works alongside a scanline for the search of 
the intensity peak of the laser knife having a Gaussian cross- 
section with a subpixel accuracy. The algorithm has been 
compared for accuracy to six widely used peak detectors. It is 
proven by measurement that the Enhanced Gauss Approximation 
(EGA) procedure is the most accurate among the studied 
procedures. The absolute error of the peak detection with the EGA 
method was smallest in the 76% of measurement cases. If a FIR 
Filtering is applied for the EGA, similar to the best of six 
reference peak detectors (FA: Forest Approximation), the EGA is 
the best in the 96% of measurement cases.

The statistical proof is generated in a measurement framework 
programmed in MS Excel/Visual Basic and .NET C##. Results are 
used in the scanner system.
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Abstract
Motion-based 3D reconstruction (SfM) with missing data has been a challenging computer vision task since the 
late 90s. Under perspective camera model, one o f the most difficult tasks is camera auto-calibration which deter­
mines intrinsic camera parameters without using any known calibration object or assuming special properties o f 
the scene.
This paper presents a novel algorithm to perform camera auto-calibration benefiting from multiple images and 
dealing with the missing data problem. The method supposes semi-calibrated cameras (every intrinsic camera 
parameter except fo r  the focal length is considered to be known) and constant focal length over all the images. 
The solution requires at least one image pair having at least eight common measured points.
Tests verified that the. algorithm is numerically stable and produces accurate results. Based on the obtained camera 
calibration data, most reconstruction methods using perspective camera model are able to reconstruct the 3D 
structure o f the object, thus the technique is o f great importance fo r  the SfM problem.

Categories and Subject Descriptors (according to ACM CCS): 1.4.1 [Digitization and Image Capture]; Camera cali­
bration

1. Overview
Camera calibration is the method to obtain intrinsic camera 
parameters. In the past years, a number of different camera 
auto-calibration methods have been published. The first ap­
proach was presented in The paper proposed a camera 
'self-calibration' method which was able to perform camera 
calibration without using a known calibration object. The 
method utilized the Kruppa equations which link epipolar 
transformation to the image of the absolute conic. From at 
least three camera movements the Kruppa equations can be 
solved for the image of the absolute conic and the intrinsic 
camera parameters can be obtained. The drawback of this 
approach is that it requires non-linear solution. An alterna­
tive way is stratification First affine structure is recovered 
and it is used to solve for the calibration linearly. Another ap­
proach is to explicitly locate the absolute quadric in an initial 
projective reconstruction and u.se it to 'straighten' the pro­
jective structure A large number of algorithms have been 
published on the basis of these previous approaches with the

application of different constraints (e.g. constant focal length 
over all the images). Camera auto-calibration methods using 
the Grobner basis theory and the hidden variable tech­
nique have been published. These methods could solve the 
self-calibration problem from a minimal set of points and 
two views. The current paper focuses on the multi-image 
extension of the method which provides a simple trans­
formation of Grobner basis solution on multivariate polyno­
mial equation sets to generalized eigenvalue problem class 
and therefore greatly simplifies the solution.

In computer vision it is es.sential to determine intrinsic 
camera parameters. Having calibrated cameras is fundamen­
tal in many research areas. One of these areas is the well- 
known structure from motion (SfM) problem. The aim of 
SfM is to reconstruct .ID structure based on pictures of the 
original object(s) taken from multiple different camera posi­
tions and orientations.

This study introduces a novel camera auto-calibration 
method which benefits from multiple image measurements
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and handles the missing data problem. The method as.sumes 
all camera parameters but the focal length to be known and 
fixed focal length over all the images. The algorithm is for­
mulated as a rectangular generalized eigenvalue problem and 
refines its solution in an alternating fashion providing accu­
rate results.

2. Fundamental constraints

This section introduces important constraints widely used 
for stmcture from motion and camera auto-calibration ap­
plications as well.

Introduced constraints apply to image point correspon­
dences which are obtained by tracking feature points. The 
3D points of an object project to the image plane of the taken 
images. A number of these points (features) can be identi­
fied and tracked along these images. The motion of a sin­
gle 3D point defines a motion trajectory. Measured point co­
ordinates on motion trajectories are called point correspon­
dences.

Consider a stereo image pair with two calibrated views 
and known point correspondences. As defined in the 
epipolar (1) and the determinant (2) constraints can be writ­
ten:

The essential matrix contains the rotation (R) and translation 
(0 which transform a camera of the stereo image pair into 
the other camera {E =  A property of the essential
matrix is that its two non-zero eigenvalues are the same. This 
property is the basis of the trace constraint:

2E e '^E - ■ trace{EE )£ =  0 (5)

Substituting E =  C'^EC  derived from F = C '~^EC~‘ into 
the trace constraint (3) gives the trace constraint for the fun­
damental matrix:

2 F Q F '^ Q F - t ra ce {F Q F ^ Q )F  =  0 (6)

where Q = CC^ and C = C' (fixed internal camera parame­
ters assumed) and noting that camera matrix can be written 
asC ~ í/íűg ([L l, j]).

With calibrated cameras, the essential matrix can be de­
rived Írom the fundamental matrix and the transformation 
is invertible. Then the essential matrix can be used to ac­
quire relative pose and orientation between the cameras of 
the stereo image pair. In case of calibrated views, this in­
formation is sufficient to perform a structure reconstruction 
based on the measured image points.

The next sections investigate how cameras can be cal­
ibrated from measured points using the constraints intro­
duced above.x'i Fx'i =  0 ( 1)

d e t{F )= 0 (2)

where x'l and x j  denote corresponding point coordinates on 
the image planes of the image pair. F denotes the so-called 
fundamental matrix encoding epipolar geometry At least 
eight independent points are sufficient to recover a unique 
fundamental matrix. The application of constraint (2) en­
ables us to reduce the necessary number of points to seven, 
however, solution in general is not unique. Applying the 
third (5) constraint (introduced later) and assuming a semi- 
calibrated camera makes it possible to recover the funda­
mental matrix from only six point correspondences, how­
ever, the solution in general will not be unique again.

This paper focuses on perspective camera model Let C 
and C' denote the camera calibration matrices defining inter­
nal camera parameters. Considering the correlation between 
points in the coordinate system of the camera and measured 
points in the image planes, the following equations can be 
written:

tc: C Xj (3)I C f lX j - C x j ,  Xj

where (x‘> xJ)  denotes the 3D points in the camera coordi­
nate system while (xy, x'- ) denotes the 3D homogenous coor­
dinates on the image plane. Substituting (3) into Equation (1) 
leads to the following formula:

i T — 7* — 1 iXi C t c  Xi = 0 (4)

The fundamental matrix encapsulating the intrinsic geome­
try between the images can be written as F  = C '~^E C ~^. 
Here £  is a 3 x 3 rank-2 matrix called the essential matrix.

3. Generalized eigenvalue problem

To perform camera calibration utilizing constraints defined 
in Section 2, the necessity of solving a set of multivari­
ate matrix polynomial equations emerges. Having semi- 
calibrated cameras the number of variables reduces to one, 
but the task to solve a redundant, quadric equation set still 
exists. The problem of solving an equation set of this kind is 
a challenging task for numerical polynomial algebra.

In the past, a number of studies have been published on 
SfM related problems applying different kinds of solutions 
to multivariate matrix polynomial equations. These papers 
mostly aimed to solve famous minimal problems like the 
5-pt relative pose or the 6-pt unknown focal length prob­
lem. The two most widely used methods were the hidden 
variable technique and the Gröbner basis method. The hid­
den variable technique is presented in and for both the 
5-point relative pose and the 6-point unknown focal length 
problem. The current state-of-the-art methods for the 5-pt 
relative pose problem are presented in ** and The latter is 
based on the Gröbner basis method.

The Gröbner basis method has proven to be applicable in 
many areas of science, however, in a new approach was 
presented. The coefficient matrix of the multivariate poly­
nomial equations is transformed into a form realizing a new 
problem class, the so-called polynomial eigenvalue problem 
class.

Using similar notations as in the polynomial eigen­
value problem (PEP) is introduced here as well. Consider 
an equation A(£)x =  0 where the matrix polynomial A(£)
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is equal to yJWi +  ' W/_ i +  • • ■ +  XW\ +  Wq where Wj
denote n x n square matrices. This equation can easily be 
transformed to a new problem class, the so-called general­
ized eigenvalue problem class (GEP) The generalization 
of the eigenvalue problem can be written as Av =  XBv.

Narrowing the solution to our special case, when / =  2, 
above matrix polynomial can be rewritten to the following 
GEP form;

=  (7)^  -  ( -  Wo -  W| ) ’ 71 -  ( Ó w J

GEP is mathematically well studied and a number of 
efficient algorithms are available to solve it. Elowever, the 
number of solutions compared to the original problem is in­
creased from n to nl.

The next sections explain how GEP is used to support 
camera auto-calibration.

4.2. Computing fundamental matrices

The method computes the fundamental matrices for every 
image pair from at least eight points. A great variety of 
fundamental matrix estimators can be used to perform this 
computation. A number of efficient algorithms can be found 
in '. For practical reasons we use the method of Hart­
ley '.

MPEig also handles the missing data problem. Due to 
camera motion and object shape, it is a usual situation that 
the tracked feature points are not visible on every images. 
The visibility of measured points are modeled with a vis­
ibility matrix {mask). For computation of the fundamental 
matrices only visible points are utilized. Once fundamental 
matrices are computed, the missing data problem is not an 
issue any more for the proposed method.

4. The proposed method: multi-image polynomial 
eigenvalue solver (MPEig)

This section explains the proposed algorithm: MPEig in de­
tails. To have a short overview on the MPEig method, an al­
gorithm summary is presented below which shows the high 
level steps of the method.

Algorithm 1 Summary of the MPEig algorithm

W lnit(/iwik, W. image width, image height) 
for all image pairs do

Fs(i) <— ComputeFundamental(maíÁ:, W) 
end for
Fs •<— FilterFundamentals(Fi) 
for all F fundamentals in Fs do

W2 , Wf, Wq •(— ComputeCoeffMatrices(F) 
end for

AssembleCoeffMatrices(W2, W/
% )
A , B ^  ConvertToRectGEP(Wf",
f s  <r- SolveRectGEPForMultiplelmages(A, B)
f  <— ChooseFocal(/i)

4.1. Initialization

The MPEig algorithm assumes fixed focal length ( / )  and 
semi-calibrated cameras with zero skew (.r), one image as­
pect ratio (r) and known principal point («0i ''0) located at the 
center of the image plane {image width /  2 , image height / 
2). These assumptions are common and therefore they can be 
made without reducing the applicability of a certain method. 
The first step of the algorithm is to modify measured point 
correspondences (W) so that they fulfill the assumptions. 
Camera calibration matrices (C) are having form: [ /  í  uq\ 
0 ~ r f  Vo; 0 0 1 ], therefore the modification is done via mul­
tiplication of a matrix: fl 0 —«o; 0 —7 0 0 1 ] chang­
ing the coordinate system so that the origin is moved from 
the image center {uq, vq) to (0, 0) and the aspect ratio (r) is 
changed to one.

4.3. Filtering fundamental matrices

Due to degeneracy of measurements in presence of noise, 
it is possible to acquire imaginary, infinite or not-a-number 
fundamental matrices. The algorithm simply drops invalid 
fundamentals.

4.4. Computing coefficient matrices

Having valid fundamental matrices, the coefficient matrices 
of the PEP form are derived. Equation (6) can be rewritten 
into matrix polynomial form for each fundamental matrix: 
w~Wl + wWl -I- Wq =  0 where w denotes and the coeffi­

cient matrices W2 , W/ and Wg are of size 3 x 3. For detailed 
computations refer to Appendix A.

The above equations can be solved as GEP for each im­
age pair after transformation to the proper form as described 
in Section 3. However, MPEig solves all the equations to­
gether.

4.5. Assembling coefficient matrices

The W{, W|‘ and Wg coefficient matrices can be assembled to­
gether to form rectangular matrices: and Wg'̂ ‘̂'.
See Equation (11) for detailed form. MPEig algorithm oper­
ates on the.se rectangular matrices making it possible to u.se 
data from multiple measurements.

4.6. Conversion to rectangular GEP form

The GEP solution explained in simplifies computations, 
however, it has certain limitations from the aspect of multi­
image usability. The fundamental matrix is computed from 
only six points. The original fundamental matrix is rewritten 
as the components of the null-space vectors for the epipo- 
lar constraint {F =  xF\ + VF2 +  Ff). This parameterization 
is then substituted into the rank constraint (2) and the trace 
constraint for the fundamental matrix (6) giving ten third or­
der polynomial equations in unknowns Af,y and vv =  -j;. Then
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X =  w choice provides the PEP form;

( m ' “ C 2  +  H ' C i  +  C o ) v  =  0 ( 8)

Equation (8) is a special case of PEP. It is called QEP 
(quadratic eigenvalue problem). The QEP of course can be 
solved with GEP. The solution is a number of w ~  A. eigen­
values directly providing unknown camera focal lengths 
based on w =  -jr equation. The corresponding eigenvectors 
(v) are solved for .v,y and therefore they provide the fun­
damental matrices belonging to the camera focal length de­
rived from the current w eigenvalue. This method is numer­
ically stable and generates good results in case of a stereo 
image pair. However, as the fundamental matrices serve as 
eigenvectors in the solution, the method is not applicable for 
multiple images because different image pairs has different 
fundamentals, so it is not possible to have a common eigen­
vector for all image pairs.

In this paper the fundamental matrices are computed from 
at least eight points uniquely and they are directly substi­
tuted into the trace constraint for the fundamental matrix (6). 
The advantage of this solution is that the eigenvector v corre­
sponding to the desired solution vv is common for all images 
and it is independent from the fundamental matrices. It pro­
vides the basis of the rectangular GEP formalization and the 
basis of the solution utilizing multiple-image measurements 
(see the next section for details).

4.7. Multi-image solution

Using more data to obtain camera focal length increases ac­
curacy and numerical stability. This leads to the idea to ex­
tend the proposed method to handle the multiple image case. 
This section shows how the algorithm is extended.

Shortly summarizing the previous sections, the algorithm 
is the following: suppose that m images are available of the

'"("■-1) :_______ ic fi,,. ;‘l‘object. In this case n image pairs exist. If the i‘
image pair has at least eight common measured points, the 
/'* fundamental matrix Fs{i) can be computed. Let Wj, IV)', 
and VVq denote the coefficient matrices belonging to this fun­
damental matrix as defined in Section 4.4. The coefficient 
matrices can be computed for all valid image pairs and the 
following rectangular generalized eigenvalue problem can 
be acquired:

(9)
where

( -  w;''''' -  w"")  ’ “  (0  w'"‘)  ^

IV- , I V f a n d matrices are the cumulate coefficient 
matrices composed of coefficient matrices derived from all 
valid fundamental matrices:

iv"‘' =  ( .  w/, ... w/) , j  =  0..2 ( 11)

The problem with Formula (9) is that and are non­
square matrices, therefore the generalized eigenvalue solu­
tion cannot be applied directly. However, a number of so­
lutions exist to solve the rectangular generalized eigenvalue

problem as well. An efficient method is proposed in It 
computes initial estimates for w and then refines them in an 
alternating fashion. It consists of two steps as follows:

1. Initialization
It has been proven that Equation (9) can be transformed 
to a lower dimension by left-side multiplication with the 
transponse of (for convenience, transponse is de­
noted with a prime). This transformation reduces the size 
of matrices A'''’" and to 3 x .3 so the problem is trans­
formed back to the well-known square generalized eigen­
value problem. In noisy case this transformation can be 
used to estimate the noise-free 3 x 3  coefficient matrices. 
The initial estimate of w is computed using these matri­
ces.

Őfrect A reel a ry/rea nrect / 1 o\A V =  KB B y  (12)
2. Alternation

The V eigenvector corresponding to w is then computed 
as the right singular vector corresponding to the smallest 
singular value of (A"‘' -  -  vvB''’" ).
Based on the v eigenvector w can be refined according to 
the scalar quadric equation: —
wB’’“ '̂)v. As u’ =  j j ,  w must be set to the positive root of 
the equation '■*.
Repeating the above steps in an alternating fashion re­
fines w step by step. The algorithm has been proven to 
converge. The termination criterion is that the modifica­
tion of u' drops below a given limit or a predefined num­
ber of iterations is reached. Achieving this, w is accepted 
as a valid solution, the unknown focal length of the cam­
era can be derived from it.

The algorithm in aims to find the original (noise-free) A"'" 
and matrices. Tests demonstrated that its application 
increases the accuracy of the solution. In case of MPEig op­
timization has been executed on all candidate focal lengths.

W"'" =  0 can provide at most

4.8. Choosing focal length

Equation ytP’W2 ‘'‘' +  +  wq
six possible solutions on w. Therefore the proper solution 
has to be chosen. As w denotes j j ,  possible valid solutions 
for /  correspond to positive, finite and real values of vv. How­
ever, in most cases this criterion is not enough to filter out all 
invalid solutions. All candidate vv values are substituted into 
the polynomial matrix equation above. The w value which 
minimizes the expression |\ŵ 'W2 ‘'' 4- wW[‘’‘' 1 \ | is ac­
cepted and the focal length /  is computed from the selected

5. Te.sts

Several experiments have been performed to study the prop­
erties of the proposed method. Tests have been executed on 
both synthetic and real data. The host machine was an In- 
tel(R) Core(Tm) Duo T2500 computer with 2.0GHz CPU 
and 4Gb of memory (note that program code was written in 
GNU Octave which uses only one core).
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5.1. Synthetic tests

5.1.1. Generation o f input data

The input (measurement matrix) is composed of motion tra­
jectories. These trajectories are generated in the following 
way; (i) Random three-dimensional coordinates are gener­
ated by a zero-mean Gaussian random number generator 
with variance G30 . (ii) The generated 3D points are rotated 
by random angles and translated by random vectors within 
reasonable limits, (iii) A semi-calibrated camera matrix is 
generated with random focal length in the range of [ 1 .. 1000] 
(iv) The transformed points are projected onto the image 
plane using this camera matrix, (v) Noise generated by a 
zero-mean Gaussian random number generator is added to 
the projected coordinates. Its variance is set to Gjd- (vi) Fi­
nally, the measurement matrix W is formed using the result­
ing coordinates.

For each test case, 25 measurement matrices are gen­
erated and the methods are executed 25 times. The results 
shown in this section are calculated as the average of the 25 
executions.

5.1.2. Rival algorithms

The proposed method (MPEig) has been compared to other 
algorithms.

As MPEig extends the method o f Kukelova et al. 'T 
their method was chosen first. Throughout the tests PEigGPt 
(polynomial eigenvalue 6-point) will denote the algorithm of 
Kukelova et al. Its implementation was downloaded from the 
authors' web page  ̂ and was slightly modified to run under 
GNU Octave.

Finally, the absolute quadric-based camera calibration in­
troduced by Triggs  ̂ was selected to race against MPEig. 
In case of identical, semi-calibrated cameras the method of 
Triggs is suitable to obtain the absolute quadric from an 
overdetermined linear equation set of form Aw =  0 where 
w is built up of the elements of the absolute quadric. Then, 
camera calibration can be computed easily from the quadric. 
In the followings, this method will be called Quadric.

Note that linear means of Triggs’ method has certain lim­
itations as basic properties of the absolute quadric are not 
enforced by linear solution. In general, the absolute quadric 
will not have rank three and may not be positive semi- 
definite. To ensure that the rank of the quadric is three, it can 
be rebuilt from its SVD decomposition by setting the small­
est singular value to zero. This modification of the Quadric 
(called QuadricRankTt from now on) is also included in our 
tests.

Direct constrained numerical optimization * has also been 
evaluated as a candidate algorithm to compute the absolute 
quadric. However, it has been dropped from tests due to its 
numerical instability at high error levels.

5.1.3. Initial projective reconstruction

Traditional camera auto-calibration methods (including the 
absolute quadric-based ones) require an initial projective re­
construction {P ',X j}. Martinec and Pajdla ''' developed a 
promising method able to compute the projective reconstruc­
tion even when missing data occurs. They utilized submatri­
ces of rank four of the original measurement matrix which 
do not include missing elements. Linear spaces generated 
from the rows of these submatrices have been combined to 
provide constraints on the basis of the complete measure­
ment matrix. Even though the solution involves the rescal­
ing of the measurement matrix, the method is nearly optimal 
if  the magnitude of the rescale coefficients is approximately 
similar. We have chosen this method to compute the projec­
tive reconstmction required by Quadric and QuadricRank?>. 
Our implementation is based on the code section found on 
the authors' web page complete submatrices have been 
rescaled using the method of Sturm and Triggs ’ and image 
pairs and triplets were used to provide necessary constraints 
as suggested in

5.1.4. Comparing MPEig to PEigfiPt

Figure 1 shows focal length accuracy of the PEigGPt 
method and the proposed MPEig method with different 
numbers of images. Focal length accuracy is defined as 
( I i f  computed -  fg i)/ fat I) where denotes the ground truth
focal length while fcmputed denotes the output of the algo­
rithm. During the tests noise level was increa.sed from 0.0 
to 10.0 percent in 1.0 percent increments. In both cases 56 
point trajectories over 10 images were generated and mod­
ified with Gaussian noise. The PEigGPt algorithm was ap­
plied to the first two images along with RANSAC - (assum­
ing an outlier ratio of 50 percent) to find the most suitable 
six point correspondences. The candidate focal length pro­
ducing the lowest focal error was chosen each time.

The result shows that MPEig outperforms PEigGPt even 
in the two-image case due to its iterative refinement and ro­
bust computation of the fundamental matrix from 56 points. 
It can also be observed that the accuracy of the proposed al­
gorithm increases with the number of images and its numeri­
cal stability is consistently superior. However, such compari­
son of PEigGPt and MPEig is misleading as PEigGPt solves 
a minimal problem while MPEig has been designed to be 
a robust solver. Nevertheless, it is shown that MPEig is a 
valuable upgrade of PEigGPt.
5.1.5. Comparing MPEig to Quadrics

Figure 2 displays the results w.r.t. noise level which was in­
creased from 0.0 to 10.0 in 1.0 percent increments. Number 
of points and images have been fixed at 100 and 7, respec­
tively. The test verified that QuadricRank3 behaves better 
than Quadric method, however, MPEig outperforms both al­
gorithms. The stable linear solution for the absolute quadric

https://cmp.felk.cvut.cz/minimal/6_pt_relative.php http://cmp.felk.cvut.ez/~maiticll/demoCVPR0.5/code
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Figure 1: Focal error versus noise level

does not prove to be stable for the calibration accuracy as the 
properties of the quadric are not guaranteed. MPEig solves 
for only the unknown focal length and its problem formaliza­
tion implicitly contains all the constraints of the camera. The 
running time of MPEig is about 4 seconds which is much 
greater than that of the others, however, the latter measure­
ments do not include time demand of computing the nec­
essary projective reconstruction that is in general time con­
suming.

Figure 2: Percentage of focal error (left) and time demand 
in seconds (right) versus noise level. Notation is triangle, 
rhombus and square for MPEig, Quadric, QuadricRankJ, 
respectively.

Figure 3 displays the results w.r.t. increasing number of 
points. The number of measured points was increased from 
20 to 200 in increments of 20. Noise level and the number 
of images have been fixed at 7.0 and 7, respectively. Perfor­
mance and time demand of the algorithms is similar to Fig­
ure 2, but accuracy increases with the number of points. The 
reason is that, in general, the more points are available, the 
more robust it is to compute the fundamental matrix. This is 
beneficial for both MPEig and the computation of the ini­
tial projective reconstruction. The execution time of MPEig 
increases linearly as it depends on the linear solution for fun­
damental matrices, while quadric methods are still very fast 
as their time demand is measured again without that of the 
projective reconstruction.

Figure 4 displays the results w.r.t. the number of frames, 
which was increased from 3 to 15 in increments of 2. Noise 
level and the number of points have been fixed at 5.0 and 56, 
respectively. MPEig proved to be numerically more stable 
than its rival algorithms and its running time was a slope 
quadratic function of the number of images as fundamental 
matrices are computed and used for each image pair.

Tests have been executed to examine the performance of

120 '80 1«0 n o  »  40 80 tn wc ISO no

Figure 3: Percentage of focal error (left) and time demand in 
seconds (right) versus number of points. Notation is triangle, 
rhombus and .square for MPEig, Quadric, QuadricRankS, 
respectively.

Figure 4: Percentage of focal error (left) and time demand in 
seconds (right) versus number of frames Notation is triangle, 
rhombus and square for MPEig, Quadric, QuadricRankJ, 
respectively.

the algorithm for changing level of missing data as well. 
During the test, the measurement matrix was fixed at 56 
points and 7 images generated with 3.0 percent noise level. 
Tests simulated a step by step increasing amount of miss­
ing data. MPeig performed well, but approaching 80 per­
cent of missing data, the results turned out to be unaccept­
able. For the rival methods, this behavior occurred sooner, 
even at about 50 percent missing data ratio. This implies, 
that in case of missing data, erroneous measurements have a 
stronger negative effect on the absolute quadric-based cali­
bration (and on the computation of the projective reconstruc­
tion) than to MPEig.

5.1.6. Critical motion sequences

Finally, the method has also been tested against critical 
motion sequences to obtain degenerate situations according 
to For stereo, MPEig fails when the fundamental ma­
trix has all zeros in the diagonal (pure translation, translation 
along optical axis with possible rotation around the optical 
axis and some other special cases). There are also cases (pure 
rotation) when camera calibration is possible but structure 
reconstruction is not. When multiple images are available, 
the algorithm fails only when all image pairs are degener­
ate. Fortunately this situation is very rare. It is also possible 
to drop improper image pairs detecting wrong fundamental 
matrices using the degree of fixation indicator for diago­
nal elements. However, in noisy case it is not easy to choose 
a proper threshold.
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5.2. Real tests

The algorithm was tested on real test data downloaded from 
the web page of Oxford University Data sets (Wadham, 
Merton college) with quasi-constant focal lengths were se­
lected as this is a requirement of our algorithm.

The auto-calibration was based on the two dimensional 
image measurements belonging to the data sets. Then the 
valid image pairs were processed by a classical stereo struc­
ture reconstruction based on the previously obtained cal­
ibration data and image measurements. Finally, the sub- 
stmctures acquired from each stereo reconstruction were 
registered ’ to each other.

As a final step, our bundle adjustment implementation 
based on ’ has been executed to refine both the calibration 
and the structure data. The following is the detailed expla­
nation of the test results.

1. Reconstruction of the Wadham college;
The source data for the Wadham college contains mea­
surements in 5 images with 1331 tracked points. The 
missing data ratio is .55%. The calibration ran for 5.66 
seconds and provided an average reprojection error of
0.008 pixels for coordinates of measured points. The ap­
plication of bundle adjustment reduced this value to 0.004 
in five cycles. The result can be seen on Figure 5. The re­
constructed structure is very accurate, the shape is clear 
with well observable right angles. The recovered focal 
length was 1148.2 which is judged to be an accurate es­
timate when compared to the camera matrices derived 
from the given projection data. The reconstructed struc­
ture was reprojected to the image plane. Some neighbor­
ing image pairs with marked feature points computed as 
the reprojection of the reconstructed structure can be ob­
served in the two image pairs at the bottom of Figure 5.

Figure 5: Reconstruction of the Wadham college 
2. Reconstruction o f the Merton college:

The source data for the Merton college contains measure­
ments in 3 images with 575 tracked points. The missing 
data ratio is 25%. The calibration ran for 4.52 seconds 
and provided an average reprojection error of 0.12 pixels 
for coordinates of measured points. The application of

§ http://www.robots.ox.ac.uk/~vgg/data/data-mview.html

bundle adjustment reduced this value to 0.08 in five cy­
cles. See the results in Figure 6. The reconstructed struc­
ture is accurate and its reprojection to the image plane 
(see the two image pairs at the bottom of the figure) is 
close to the original measured points.

Figure 6: Reconstruction of the Merton college

6. Conclusion

In this paper a novel camera auto-calibration method has 
been presented. The algorithm is based on the solution pub­
lished in however, the method has been improved to han­
dle multiple images. Utilization of all measured data leads to 
accurate calibration and the iterative refinement of the final 
results also proved to be beneficial (even in the two-image 
case). The algorithm is robust and shows high numerical sta­
bility. Computational time is in seconds range even for huge 
measurements matrices. The algorithm handles the missing 
data problem which is a common and in most cases an un­
avoidable problem for SfM applications. Finally, tests veri­
fied the applicability of the algorithm for both synthetic and 
real data sets. The method outperformed the rival ones.

Appendix A: Reformulation of the trace constraint

the traceRecalling that Q =  diag([\, I ,h’]) and w =  
constraint for the fundamental matrix (6) can be developed. 
The first step is to evaluate FQF^Q.

FQF^Q
7 n 7 i 2 W’7 i 3  \ (  7 l l 7 2 1 W’T t l
7 2 1 Í22 M ’/ 2 3 7 i 2 Í22 ^ * ’7 3 2

7 3 1 7 3 2 ’̂f33 / V  7 i 3 Í23 '̂f33

f u f l  1 +  / 12/12 +  ^'f\3f\3 
f l i f u  +  h i h i  +  wf2^fi 3 
/ 31/ 1 I + / 32/12 +  M'/33/l3

/ 11/21 1 / 12/22 1 ^^■/l3/23 
/ 21/ 2I F f l l h l  T ^f23fl3
Í3\Í2\  +  /3 2 /2 2  +  n '/33/23

'■̂’( / u /3 1  + / 12/ 32) F'v f \3 Í33  
‘̂ '(/2l/31 + 722/ 32) +  M’V23/33 
‘''(/31/ 3I + 732/ 32) +  <̂ '■733/33 

where

w^A + wB + C

i  ^ 0 7 1 3 / 3 3
A  =  0 0 7 2 3 / 3 3

V  0 0 7 3 3 / 3 3
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B =

C =

/ 13/13 / 13/23 / l  1/31 + f \ 2 f i 2 \
/ 23/ I .3 /23/23 / 21/ 3I + 722/32
h-ifvi 733/23 731/31 + 732/32 )

/ i i / n +  / I 2/12 7 i i /2 i + 712/22 0
/ 21/11 1 / 22/12 721/21 + 722/22 0
/ 31/ n +  / 32/ I 2 731/21 F f 2,2 f 22 0

Using this result 2FQF QF can be written into matrix 
polynomial form.

IFQF'^QF =  Iw'AF  +  IwBF +  2CF (13)

Based on the value of FQF^Q, its trace can be calculated 
as a function of w.

trace{FQF^Q) =  / f j  -F ffn +  "'/f3 +/21 +  

f i l  +  'Vfii +  w fi\ +  H’/32 +  "’“/33 =  / I 3 +  (14)

if\i +  / 2 3  +  / 3 1  +  / 3 2 )  +  / |  1 +  fh  +  / 2 1  +  J22

Finally, the trace constraint can be reduced to the form
of M'̂ W2 +  wW] +  Wq by developing (6) using (13)
and (14) where W2 =  2AF — wjF, VVi =  2BF -  wiF  and
Wb =  ̂ 2CF -  wqF.
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Abstract
In this paper we present a method for texturing dynamic 3-D models using calibrated video sequences from multi­
ple viewpoints. To create the texture atlas, we fully exploit the very high redundancy in the input video sequences, 
by adopting an actual spatio-temporal perspective, instead of independent frame-by-frame computations. The 
main contribution is twofold. First, the amount of texture data is dra.stically reduced by eliminating redundancy, 
which greatly accelerates rendering and helps portability. Second, using several different viewpoint/time appear­
ances of the scene, we can recover from low resolution, grazing views, and reduce the annoying effects of high­
lights, shadows and occlusion. Altogether, our method allows the synthesis of novel views from a small quantity of 
texture data, with an optimal visual quality throughout the sequence, with minimally visible color discontinuities, 
and without flickering artifacts. These properties are demonstrated on real datasets.

1. Introduction

l.O.O.l. Motivation. In the recent years, several effective 
methods for the automatic generation of spatio-temporal 
models o f dynamic scenes from video have been proposed 
1.3,7.8.10, 11,15,17,18.19,21 However, capturing, processing and 
displaying the visual attributes, such as color, o f such mod­
els, has been quite overlooked so far.

Surely, the case of static scenes, i.e. 3-D modeling from 
photographs, has been extensively studied: there exist sev­
eral established technique  ̂ for creating image-
based texture atlases, while avoiding visual artifacts such as 
color discontinuities, ghosting or blurring, which typically 
arise from photometric and geometric inaccuracies (varying 
light conditions and camera responses, non-Lambertian re­
flectance, imperfect camera calibration, approximate shape. 
etc.).

But the case of spatio-temporal models presents addi­
tional challenges. As the reflectance properties of the scene 
typically remain constant through time, the time redundancy 
in the input video sequences is very high. Fully exploiting 
this redundancy requires to adopt an actual spatio-temporal 
perspective, beyond independent frame-by-frame texture at­
lases. While the latter involve a prohibitively huge amount 
of texture data, spatio-temporal texture atlases are expected 
to be much more concise. Potentially, they could also take

advantage of time redundancy to recover from ambiguities 
and deficiencies in the input data.

1.0.0.2. Previous work. To our knowledge, there are only 
a few notable works on spatio-temporal texture atlases. In 
the authors propose to warp all images in a common pla­
nar parameterization of the animated mesh, in order to re­
cover spatially varying surface reflectance properties. How­
ever, this parameterization-based approach involves image 
resampling and loss of visual detail, and requires to care­
fully position cuts on the surface to avoid unacceptable dis­
tortion. In contrast, in the vein of several successful static 
3-D methods ■' we take advantage of the projective
transformations from the moving surface to the input video 
frames, which constitute natural and optimal mappings.

In  ̂ average textures are computed. First, average im­
ages are generated considering all the cameras, but sep­
arately for each frames. Then, these average images are 
merged into one final texture, by substituting the texture of 
invisible patches by the texture from the closest frame where 
it is visible or by averaging over frames -L Due to blend­
ing, the results of these methods suffer from undesirable ar­
tifacts, such as ghosting or blurring, that we avoid.

The general principle of our method is to compute an op­
timal partition of the spatio-temporal surface of the scene, 
into patches associated to the different input images. The
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problem is cast as a Markov random field optimization: to 
this extent, our work is most closely related to those of *■ 
for static scenes. In this paper, we reformulate and extend 
these works, in order to meet the specific requirements and 
issues of spatio-temporal scenes.

1.0. 0.3. Contribution. Our method enjoys several remark­
able features. First, we drastically cut down on the amount of 
texture data, and thereby we greatly enhance the portability 
and the rendering efficiency of the model. Second, we gather 
the numerous different viewpoint/time appearances of the 
scene, so as to recover from low resolution, grazing views, 
highlights, shadows and occlusions which affect some re­
gions of the spatio-temporal m odell Altogether, our method 
allows the synthesis of novel views from a small quantity 
of texture data, with an optimal visual quality throughout 
the sequence, with minimally visible color discontinuities, 
and without flickering artifacts. These properties are demon­
strated on real datasets.

2, Problem Formulation and Solution

In this paper, we focus on a representation of dynamic scenes 
as animated meshes. An animated mesh consists in a se­
quence of meshes with a fixed connectivity (rather than unre­
lated meshes), whose time-varying vertex positions sample 
the trajectories of material points. It is a widely used repre­
sentation in computer graphics, especially in computer ani­
mation.

This choice is not restrictive since there exist several 
methods for producing animated meshes of real dynamic 
scenes, either directly from video 31 ,«, lo, is n, 21  ̂
time-varying point clouds (the latter being obtained 
from video or from fast 3-D scanning hardware).

In the following, we consider a dynamic scene, imaged by 
N calibrated and synchronized video sequences composed 
of T frames, and approximated by an animated mesh with F 
polygonal faces. We note:

•  In.I, n G {I ..N }, / G {1 ..'/■} the input images,
•  fk.î  t G { l . T }  the faces of the animated mesh

at the different time instants.

2.1. Principle

Our method is based on two central assumptions. The first 
assumption is that the reflectance properties of the surface 
do not change through time. Please note that this does not ex­
clude appearance changes between images, caused by non- 
Lambertian reflectance, varying shading, shadows and high­
lights along scene motion, or varying lighting conditions.

Once this clarification is made, it appears that an overwhelm­
ing majority of real-world seenes fulfill this assumption. The 
second assumption is that a mesh face corresponds to a same 
material patch throughout the sequence. The animated mesh 
representation precisely enforces this property.

Our method exploits these two assumptions to estimate a 
normalized appearance o f the surface. Let us consider a face 
of the animated mesh, and the set o f input images in which 
it is visible. Our rationale is that among these numerous dif­
ferent viewpoint/time appearanees of the face, one or several 
of them are likely to approaeh ambient lighting conditions, 
and in particular to be exempt from shadow and highlights. 
By assigning each face of the animated mesh to one of these 
adequate input images, we can assemble a spatio-temporal 
texture atlas which allows the synthesis of nomalized views 
of the dynamic scene, from any viewpoint and at any time 
instant.

Using a constant texture source for a face throughout the 
sequence has many desirable outcomes. First, we drastically 
cut down on the amount of texture data. The latter do not 
scale with the number of frames anymore. Second, if a re­
gion of the dynamic scene is visible once (in any time frame, 
from any input viewpoint), it can be rendered throughout 
the sequence. If a region is out-of-shadow once, we can dis­
card the shadow throughout the sequence. The same benefits 
apply to highlights, texture resolution, and so on. Finally, 
we completely eliminate flickering artifacts, i.e. small color 
fluctuations in the animation, to which human eyes are very 
sensitive.

At this point, a clarification is needed. Rendering regions 
of the scene that are not vi.sible in any input image at this 
time seems questionable at first sight: no information about 
the very geometry of these regions can be expected from 
the input data. However, most spatio-temporal reconstruc­
tion techniques are still able to infer relevant geometry and 
motion there, by assuming the spatial and temporal coher­
ence of the scene. In turn, our method is able to infer texture 
in these regions.

The assignment of faces of the animated mesh to input 
images can be encoded by a labeling function

£ : { l . . F } ^ { l . . A } x { l . . r } , ( 1)

 ̂ One should note that highlights and shadows are necessary for 
photo-realistic rendering, but they have to be eliminated from the 
input videos and then synthesized depending on the new environ­
ment.

such that Vi, face is textured from image l£[k)- To be 
more exact, faces that are not visible in any input image (in 
any time frame, from any input viewpoint) are discarded al­
together, and are not considered in the above equation and 
in further discussions. Also, we may want to consider only a 
representative subset of the original time frames, in order to 
keep the computational complexity of our method sustain­
able for very long sequences. The rationale behind the lat­
ter simplification is that, with a sufficient number of frames 
with enough variety, the spatio-temporal texture atlas is very 
close to optimal, and is not significantly further improved by
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supplemental frames. Remarkably, such an atlas can still be 
used to synthesize novel views of all original time frames.

The labeling ( I) induces a partition of the animated mesh 
into patches. On the one hand, all faces inside a patch get 
their texture from the same image, so color is continuous 
across edges interior to the patch. On the other hand, at patch 
boundaries, i.e. at edges between faces with different labels, 
photometric and geometric inaccuracies in the data, in par­
ticular approximate geometry and motion, imperfect camera 
calibration, are likely to cause visually annoying color dis­
continuities (seams). Our method is able to compensate for 
most of these perturbations. It computes a labeling which op­
timizes visual quality, in some sense formally defined below, 
while minimizing the visibility of seams.

2.2. Variational Formulation

More specifically, we adopt a variational formulation: the 
optimality of a labeling is quantified by an energy functional 
compo.sed o f two term.s, measuring the local visual quality 
and the visibility of seams, re.spectively;

£ ( £ )  — E^,Kjjiiy{£) + pEseams{£) , (2)

where p  denotes a weighting factor. In the rest of this subsec­
tion, we detail some possible definitions of these two energy 
terms. Subsection 2.3 describes the minimization procedure 
applied to the energy functional.

The visual quality term E „̂ îj,y is local: it does not con­
sider interactions between neighboring regions of the model. 
Hence we write it as a sum over faces:

E,ualúÁn  =  L  U E {k ))

where < î-{n,t) quantifies how appropriate image I,u is for 
texturing faces of the animated mesh. We can use differ­
ent criteria to assess this quality.

In previous work on static scenes, several strategies have 
been used. In the angle between viewing direction and 
face normal is proposed. In ■*, the area of the projected face 
is advocated instead; in our context, this would write

(t);t(«,0 =  -area [n„(/„,,)] (4)

where fl,, denotes the projection from 3-D space to video 
sequence n. The latter choice would lead to an easily in­
terpretable definition of visual quality: the total number of 
texels (texture elements) on the animated mesh.

Nevertheless, the above definitions mistakenly identify vi­
sual quality with visual detail. They fail to account for pho­
tometric aspects such as shadows and highlights. If the 3-D 
positions of light sources are known, we can easily estimate 
shadow and highlight regions on the spatio-temporal surface, 
and define visual quality as the total number of shadow-free 
and highlight-free texels on the animated mesh.

Figure 1: Notations of adjacent faces for tern Ese,

As this additional information is not available in practice 
for all datasets, we propose an alternative approach. Given a 
face, we compute its average projected area over all images 
where it is visible. To guarantee sufficient visual detail, we 
discard all images below average, i.e. we set (()<. to infinity 
for these images. For the remaining possible images, we set 
(])*: to the difference between the actual face intensity and the 
median of intensities. Here again, we compute the median 
over all images where the face is visible. Unfortunately, we 
could not test this criterion in this paper, for lack of datasets 
with significant shadows and highlights.

The second term Eseams measures how smoothly the color 
changes passing from one face to an adjacent. If the two 
faces take their textures from the same image, i.e. their label 
is the same, then the borderline between them is continuous. 
On the other hand, neighboring faces with different labels 
are likely to cause seams at the common edge. In order to 
minimize seam visibility, the second energy term is defined 
as the integral along the seams of color di.screpancy between 
bordering images.

Further notations are needed to write a formal expression 
of this term. (See Figure 1.) Let us denote by ej± a non­
border edge of the animated mesh, adjacent to faces /y  , and 
/^ . We note Vyj^ ^ H ® linear parameterization of 
ey;. at time t. Notice that the color at a point on an 
edge does not depend on the time frame x, but only on the 
selected input image [n,t). We note c^y(n,r) the color at

extracted from image I„.i:A k

Cy.it (” T) = /» ., o n ,, (Tyyt,,) • (-“i)

With these notations in hand, Eseams writes as a sum over 
the set £  of all non-border edges:

Eseams (4:)= I  \\ej.k\\^j.k[C(j)X(k)) , (6)
ejj.€£

||ey.<:|j is computed as the average length of the edge over all 
frames.
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2.3. Optimization Procedure

It must be noted that is a semi-metric: £

• =  0,
•  'V i.kiti') = > 0 .
•  w j . k i ( J " ) < ^ j . k { £ J ' )  + w j.k { e 'J '') -

This still holds with any metric on colors instead of the usual 
Euclidean distance in RGB color space.

This has an important practical consequence; it allows us 
to minimize the energy functional (2) with a-expansion 
It consists in translating the labeling problem, which is gen­
erally NP-hard, to a succession of binary minimum cut prob­
lems. Efficient solutions to these min-cut problems are de­
scribed in The whole process monotonically decrea.ses the 
energy and is guaranteed to converge to a strong local mini­
mum, thereby ensuring a close-to-optimal seam placement.

In our implementation, we use the graph cuts 
minimization software by O. Veksler ( h t t p :  
/ / WWW. c s d . u w o . c a / ~ o l g a / c o d e . h t m l ) and
by V. Kolmogorov (h t t p : / / w w w . a d a s t r a l . u c l . 
a c . u k / ~ v l a d k o l m / s o f t w a r e . h t m l ) .

Figure 2: Some views of our test datasets. From left to right: 
two input images, two views of the animated mesh. From top 
to bottom: ’crane’, ’samba' and ’swing’ datasets.

2.4. Texture Atlas Creation

We could synthesize novel views from the input video se­
quences using multiple passes of projective texture mapping 

However, the creation of a single rectangular texture map 
is very desirable: it increases the rendering efficiency and al­
lows to output portable animated 3D formats. To build such 
a spatio-temporal texture atlas, we consider the binary masks 
representing the useful regions in the different images: M„., 
is the projection in Inj of the associated patch:

Mn.l =  n„ U  f u
C(k)=(n.t)

( 8)

We first apply a morphological dilation to the masks with a 
square structural element of a few pixels, in order to provi­
sion for automatic texture minifying during rendering. We 
then compute a connected component decomposition, yield­
ing a list of texture fragments. We pack the latter using a 
classical first-fit decreasing strategy: we place the fragments 
in decreasing order of size, at the first available slot found 
along a scanline search in the atlas. Finally, we set the tex­
ture coordinates of the vertices of the animated mesh accord­
ingly. Thus, the final output of our algorithm is compatible 
with standard 3D viewers.

3. Experimental Validation

3.1. Input Datasets

In order to validate our method under real conditions, we 
tested it on three challenging datasets; ’crane’, ’samba’

and ’swing’, that were made available online by the 
authors of at h t t p : / / p e o p l e . c s a i l . m i t . e d u /  
d r d a n i e l / m e s h _ a n i m a t i o n / .

Each dataset consists of 8 calibrated and synchronized 
1600 X 1200 color video streams, ’crane’ and ’samba’ are 
composed of 175 frames, ’swing’ is composed of 150 
frames. The datasets also include an animated mesh of the 
dynamic scene, of approximately lOK vertices and 20K 
faces, obtained in accordance with -’. Figure 2 displays some 
views o f these datasets.

3.2. Compared Methods

On each of the datasets, we compare four different meth­
ods, which we call ’single-frame’, ’single-frame optimized’, 
"multi-frames’ and ’multi-frames optimized’.

The ’single-frame’ and ’single-frame optimized’ meth­
ods both compute independent frame-by-frame texture at­
lases. The ’single-frame’ method greedily maps each face 
to the highest-quality input image of the current frame. The 
’single-frame optimized’ achieves a trade-off between visual 
quality and visibility of seams, similarly to ■* ■’ .

The 'multi-frames’ and ’multi-frames optimized’ meth­
ods both compute a single spatio-temporal texture atlas. To 
limit computational expense, we build this atlas from a sub­
set of the input time frames, namely 10 uniformly distributed 
time frames, with no noticeable deterioration of the results. 
The ’multi-frames’ method greedily maps each face to the 
highest-quality input image among all viewpoints and all se-
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'multi-frames’ ’multi-frames optimized’

Figure 6: Color-coded partition of the surface obtained on 
the 'samba ’ dataset, with two different methods.

Figure 7: A sample spatio-temporal texture atlas.

lected time frames:

C{k) =  argmax(l)i(«,i) .

Finally, the 'multi-frames optimized’ method is the one 
described in this paper. Let us mention that the ’multi­
frames optimized’ method degenerates to the ’multi-frames’ 
method when setting the weighting factor p  o f Eseams to zero.

In all these experiments, we use the number of texels (4) 
as the visual quality measure.

3.3. Results

The results of the four aforementioned methods on the 
’crane’, 'samba' and 'swing' datasets are compared in Fig­
ures 3, 4 and 5, respectively. Due to space limitations, we 
only show three views for each method and each dataset, 
synthesized at three different time instants.

Also, for illustration purposes. Figure 6 displays the par­
tition of the surface obtained on the ’samba’ dataset with 
the 'multi-frames’ and the ’multi-frames optimized’ meth­
ods. Finally, Figure 7 displays a sample spatio-temporal tex­
ture atlas, obtained from the ’swing’ dataset.

3.4. Discussion

These results clearly demonstrate one major advantage of 
multi-frames methods over single-frame methods; the ability 
to cover temporarily hidden regions as well, which results in 
significantly smaller untextured regions in novel views.

Another drawback of single-frame methods is also appar­
ent in these results, particularly in the accompanying videos; 
the incoherence of surface partition across time frames pro­
duces small color fluctuations, known as flickering artifacts, 
to which human eyes are very sensitive.

The poor results o f the ’multi-frames’ method reveal 
the important geometric inaccuracy of the input datasets 
(approximate calibration, geometry and motion). This in­
accuracy prevents from naively assembling a satisfactory 
spatio-temporal texture atlas from input images that are very 
distant, in viewpoint or in time. Remarkably, our method 
(’multi-frames optimized’) turns out to be robust to such im­
perfect data, indicating that a global optimization of surface 
partition is essential for the success of our approach.

At the same time, our experiments highlight a limit of 
spatio-temporal texture atlases: if very detailed geometry 
and motion, such as creases of clothes and facial expression, 
are not modeled in the animated mesh, they cause a viola­
tion o f our central ’constant reflectance’ assumption. As a 
result, these variations are averaged out by our approach. 
This explains the visually intriguing static faces visible in 
our results.

Besides, we should note that our method does not explic­
itly take photometry into account, and although our method 
could evolve in this direction, in this paper we deliberately 
adopt an orthogonal approach: we estimate a plausible dif­
fuse map of the scene by automatically discarding complex 
photometric effects. Our method, though it has limitations, 
is simple and easy to implement, and our results show sig­
nificant advantages compared to frame-by-frame texturing.

4. Conclusion

We have proposed a method to create high-quality spatio- 
temporal texture atlas for dynamic 3-D model. The texture 
map is built using a set of calibrated video sequences by 
exploiting its high redundancy. We represent the dynamic 
scene as animated mesh with fixed connectivity, and as­
sume the reflectance properties of the surface to be constant 
through time, which is valid for most real-world scenes.

The main contribution is twofold. First, we drastically 
cut down on the amount of texture data, and thereby we 
greatly enhance the portability and the rendering efficiency 
of the model. Second, we gather the numerous different 
viewpoint/time appearances of the scene, so as to recover 
from low resolution, grazing views, highlights, shadows and 
occlusions which affect some regions of the spatio-temporal 
model. We have demonstrated the advantages of our method 
compared to single-frame texturing on real datasets.

Acknowledgment. This work was supported by the French 
National Agency for Research (ANR) under grant ANR-06- 
M DC A-007.

References

I. E. Aganj, .l.-P. Pons, F. .Ségonne, and R. Keriven. 
Spatio-temporal shape from silhouette using four- 
dimensional Delaunay meshing. In Proc. ICCV’07, 
2007.

,1 f

I i
f :

114



Jankó and Pons /  Image-Based Texturing o f Dynamic 3-D Models

tttT
‘single-frame’ 'single-frame optimized' ’multi-frames' 'multi-frames optimized’

Figure 3: Results on the ’crane’ dataset. See text for more details.

2. N. Ahmed, E. de Aguiar, C. Theobalt, M. Magnor, and 
H.-P. Seidel. Automatic generation of personalized hu­
man avatars from multi-view video. In Proc. VRST’05, 
pages 257-260, 2005.

3. N. Ahmed, C. Theobalt. C. Rossi, S. Thrun, and 
H.-P. Seidel. Dense correspondence finding for 
parametrization-free animation reconstruction from 
video. In Proc. CVPR’08. 2008.

4. C. Allhne, J.-P. Pons, and R. Keriven. Seamless image- 
based texture atlases using multi-band blending. In 
Pmc. ICPR’08, 2008.

5. Y. Boykov and V. Kolmogorov. An experimental 
comparison of min-cut/max-flow algorithms for energy 
minimization in vision. IEEE Transactions on Pattern 
Analysis and Machine Intelligence, 26(9):1124-1137,

2004.

6. Y. Boykov, O. Veksler, and R. Zabih. Fast approxi­
mate energy minimization via graph cuts. IEEE Trans­
actions on Pattern Analysis and Machine Intelligence. 
23(11):1222-1239. 2001.

7. E. de Aguiar, C. Stoll, C. Theobalt, N. Ahmed, H.-P. 
Seidel, and S. Thrun. Performance capture from sparse 
multi-view video. In Proc. ACM SIGGRAPH, 2008.

8. E. de Aguiar, C. Theobalt, C. Stoll, and H.-P. Seidel. 
Marker-less deformable mesh tracking for human shape 
and motion capture. In Proc. CVPR’07, 2007.

9. P. E. Debevec, C. .1. Taylor, and J. Malik. Modeling 
and rendering architecture from photographs: a hybrid 
geometry- and image-based approach. In Proc. SIG­
GRAPH, pages 11-20, 1996.

115



Jankó and Pons /  Image-Based Texturing o f Dynamic 3-D Models

'single-frame' ’single-frame optimized’ 'multi-frames’ 'multi-frames optimized' 

Figure 4: Results on the ’samba ’ dataset. See text for more details.

10. Y. Fumkawa and .1. Ponce. Dense 3D motion capture 
from synchronized video streams. In Proc. CVPR '08, 
2008.

11. B. Goldlilcke and M. Magnor. Space-time isosurface 
evolution for temporally coherent 3D reconstruction. In 
Proc. CVPR’04. volume 1, pages 350-35.3, 2004.

12.

13.

14.

V. Kolmogorov and R. Zabih. What energy functions 
can be minimized via graph cuts? In Pmc. ECCV'02, 
pages 65-81. 2002.

V. S. Lempitsky and D. V. Ivanov. Seamless mosaicing 
of image-based texture maps. In Proc. CVPR'07, 2007.

C. Rocchini, P. Cignoni, C. Montani, and R. Scopigno. 
Acquiring, stitching and blending diffuse appearance 
attributes on 3D models. The Visual Computer. 
18(3): 186-204, 2002.

15. J. Starck and A. Hilton. Surface capture for perfor­
mance based animation. IEEE Computer Graphics and 
Applications, 27(3):21-31,2007.

16. J. SUBmuth, M. Winter, and G. Greiner. Recon­
structing animated meshes from time-varying point 
clouds. Computer Graphics Forum (Proc. SGP'08), 
27(5):1469-1476, 2008.

17. C. Theobalt, N. Ahmed, H. Lensch, M. Magnor, and H.- 
P. Seidel. Seeing people in different light-joint shape, 
motion, and reflectance capture. IEEE Transactions on 
Visualization and Computer Graphics, 13(4):663-674, 
2007.

18. K. Varanasi, A. Zaharescu, E. Boyer, and R. P. Horaud. 
Temporal surface tracking using mesh evolution. In 
Proc. ECCV’08, volume 2, pages 30-43, 2008.

116



Jankó and Pons /  Image-Based Texturing o f Dynamic 3-D Models

'single-frame' 'single-frame optimized’ 'multi-frames’ 'multi-frames optimized’ 

Figure 5: Results on the ’swing’ dataset. See text for more details.

19. S. Vedula, S. Baker, and T. Kanade, Image-based 
spatio-temporal modeling and view interpolation of dy­
namic events. ACM Trans, on Graphics. 24(2):240- 
261. 2005.

Multi-video compression in texture space. In Pmc. 
ICIP’04, volume 4, pages 2467-2470, 2004.

20. L. Velho and .1. Sossai .Ir. Projective texture atlas con­
struction for 3D photography. The Visual Computer, 
23(9):62l-629, 2007.

21. D. Vlasic, 1. Baran, W. Matusik, and .1. Popovic. Ar­
ticulated mesh animation from multi-view silhouettes. 
ACM Transactions on Graphics, 27(3), 2008.

22. M. Wand, P. Jenke, Q. Huang, M. Bokeloh, L. Guibas, 
and A. Schilling. Reconstruction of deforming geom­
etry from time-varying point clouds. In Proc. SGP’07, 
pages 49-58, 2007.

23. G. Ziegler, H. Lensch, M. Magnor, and H.-P. Seidel.

117

J



Másodfokú közelítés implicit felületek síkbeli leképezésére

Molnár József, Csetverikov Dmitrij

Magyar Tudományos Akadémia 
Számítástechnikai és Automatizálási Kutatóintézet

Absztrakt
A Level-set módszerekben használt nem paraméteres, többnyire előjeles távolságfüggvénnyel adott felület­
reprezentációval számos alkalmazásban találkozhatunk. Bizonyos alkalmazások az egymásnak megfeleltetett 
részletek elemzésével oldanak meg problémákat. Konkrétan a gépi látás olyan területein, ahol nagyfokú 
robosztusság követelmény, gyakran találkozunk a keresztkorreláció eszközével. Az egymásnak megfeleltetett 
képrészletek közötti korreláció pontos méréséhez több, esetenként egymásnak ellentmondó feltételnek kell 
megfelelni. Egyfelől a korrelációs ablak minél nagyobb mérete lenne kívánatos a lokálisan 
információszegény, vagy az összetéveszthető (ismétlődő) textúrákkal bíró felületek esetén. Másfelől viszont a 
méret növelése ellen hat a szokásos, felületek lokálisan síkokkal történő közelítése és/vagy a síkokra való 
vetületek képezésének elsőfokú közelítése. Célul tűzzük ki a fenti problémáktól mentes kvadratikus 
transzformáció levezetését.

Kulcsszavak: implicit felületek, vetületek közötti transzformáció, kvadratikus transzformáció

1 BEVEZETES

1 .ábra: A probléma érzékeltetése

Gyakori eset, például a sztereó rekonstrukció 
problémánál, amikor fénykép- (video)felvételek 
elemzésekor kell megfeleltetéseket keresnünk a 
képrészletek között. A megfeleltetés egyértelműsége 
és a robosztusság követelménye gyakran vezet a 
keresztkorreláció használatához. Ez egy adott pont 
körüli képrészletek összehasonlításával történik. 
Figyelembe kell azonban venni a részletek között 
várható olyan eltéréseket (torzulások), amelyek a 
megfigyelt felület és a felvételeket készítő eszközök 
tulajdonságaiból előre kiszámíthatók. Ezek az 
előzetesen figyelembe vehető tulajdonságok az 
eszközök esetén vetítési függvények (kalibrációval), 
a megfigyelt felület esetén pedig annak valamilyen

invariáns differenciális mennyisége (tipikusan a 
normálvektora). Kérdés, hogy találhatunk-e olyan, a 
gyakorlatban is használható, a szokásosnál 
magasabb rendű közelítéseket, amelyek használatá­
val pontosabb rekonstrukcióra számíthatunk.
A fentieket formalizáljuk: a tér minden pontjának 
leképezését ismertnek tételezzük fel, azaz minden

S e i?^-hoz  ismerjük az x. = x , ( s ) ,  y t =  y i{ ^ )  

i=1,2 függvényeket. Meghatározandó az S egy 
ismert pontjának az 1. kamerabeli ) képétől

) pixeles pozícióban levő pont közelítő 

helyzete a 2. kamerabeli ( ^ 2’ 3 2̂) képéhez, azaz 

keressük a dx^= f[d x ^ ,d }^ , dy2 = ^ d x „d y ^  köze­

lítő függvényeket, a {dx^,dy) „átvetítését” {dx^,dy)-
be. A keresett függvények nyilván függenek a 
megfigyelt felületelem jellemzőitől és a teret a 
kamerákra képező függvényektől (t.ábra).

2 k ö z e l ít é s e k  és  TULAJDONSÁGAIK

Alább a gyakorlatban használt közelítések össze­
foglalása után bevezetjük a kvadratikus közelítést.

Nulladik fokú közelítés: a fronto-parallel modell

I
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A modell feltételezése szerint (a végeredmény 

irányából indulva): [£/x2, í ^ 2r  ~  ■
Ebben a legegyszerűbb esetben azt feltételezzük a 
megfigyelt felületelem kicsiny környezete ugyanúgy 
látszik mindkét kamerából. Szigorú esetben ez

1. az azonos, egymáshoz képest a retinális síkban 
párhuzamosan eltolt kamerákkal (vagy 
axonometrikus vetítést, párhuzamosan eltolt 
kamerákkal), és

2. a retinális síkkal párhuzamos felületelemek 
megfigyelését

jelenti. A 2. feltétel miatt a kamerák retinális síkjának 
mindenképpen párhuzamos síkoknak kell lenniük, és 
ebben a síkban sem foroghatnak el egymáshoz 
képest. A gyakorlatban ezen feltételek egy része kis 
bázistávolságú (illetve a bázistávolsághoz képest 
távoli objektum) megfigyelést jelent kanonikus 
elrendezésű sztereó kamerapárral. Ezért az 1. 
feltétel egyszerűen teljesülhet, de a 2. feltétel 
teljesülésére általában nem számíthatunk.
Mivel a fronto-parallel modell a leképezési 
függvényekről, illetve a megfigyelt felület 
tulajdonságaiból információt nem tartalmaz, ezért 
joggal nevezhetjük nulladfokú közelítésnek. 
Gyakorlati alkalmazása ma már ritka.

Kollineáció és affin transzformáció
Az egyik leggyakrabban közelitő modell. A vetítési 
függvényekről feltételezi, hogy a lyukkamera 
modellnek felelnek meg (ez a feltételezés széles 
körben használt), a megfigyelt felületelemet pedig 
síknak tekinti. A levezetést mellőzve a képrészletek 
közötti transzformációra a következő kifejezés 
adódik:

y i  +
K xdx\ +h2ydy^

dyA‘h „ d y . .y , ) -  h„dx,+h„dy,

M i +^3^7 i + ^ 3 z

A h.^az ún. homográfia mátrixának elemei, amely
tartalmazza a sík normál-egységvektorát és a 
kamerák egymáshoz képesti (tetszőleges, 
merevtest-szerű) elmozgatásának adatait. A fenti

egyenletek sajnos nemcsak a \dx^,dy^^  vektort

tartalmazzák a jobb oldalon, hanem az [t/x2, ífy2 F  
pontokat is, azaz nem mindegy, hogy a megfigyelt 
részlet 2. kamera képén hova esik. Szokás még a 
kollineáció linearizálásával nyert, ún. affin transz­

formáció használata is. Gyakorlati alkalmazásuk 
széles körben elterjedt a kamera kalibrációtól [1] a 
sztereó rekonstrukcióig [2].

Elsőfokú közelítés: a lineáris transzformáció
A későbbiek jobb megértése végett most egy más 
megközelítéssel (egyfajta elemi úton) vezetünk le 
lineáris transzformációt a képrészletek között. Ez az 
elemi út jól mutatja, hogy itt pontosan milyen jellegű 
közelítéseket alkalmazunk:
1. A felületelemet paraméteres formában (általános 

paraméterezéssel) megadhatónak tételezzük fel:
S =  x (w ,v)e , + y { u , v y ^  +z {u ,v )e^

2. Ismerjük a kamerák leképező függvényeit, az
X, =  X, (x , y , z ) . y ^ = y ^  (x , y , z )  és

X 2 = X 2 { x , y , z ) , y ^ =  y 2 { x , y , z )
transzformációkat.

3. Ekkor a láncszabály szerint a felület egy 
pontjának képe körüli elmozdulás közelítése -
miközben a felületen egy [t/w ,í/v]-vel definiált
pontba tovább lépünk -  csak a lineáris tagokat 
megtartva, mátrixos alakban így írható fel:

\  dx, dx 5x, dy dx, dz dx, dx Sx, dy dx, dz -dx,
dx du dy du dz du dx dv dy dv ' dz dv
dy^dx dy- dy dy. dz dy. dx dŷ  dy dy  ̂dz
dx du dy du dz du dx dv ^  dv dz dv

du

dv
J

Vagy c/r, =  A ,í /u  (Az A j a leképezés Jacobi 
mátrixa)

4. A 2. kamerára ugyanez a művelet elvégezve, 
valamint a [í / m, í /v ] vektort az 1. kamera

egyenletéből kifejezve ( A , '  szorzással), és a 2. 
kamera egyenletébe helyettesítve megfelelő 
átrendezések után kapjuk a következő formulát:

dx. dx. jel dx.L -  A ,A ,  ’ 1 = x 1

_dyi_
L 1

dy\. _dy,_
ahol az

A  mátrix:

5. A  =  A j A ”’
IV xjnV j,!

|V_y2nV7,|]Vx,nV_y, 

jelölésben: luvw l =  U • (v  x w )

IVxjHVx j I

iv x .n V y ji

amely egyenletből látszik, hogy a lineáris transz- 
formáció mátrixának elemei a projekciók gradiensei­
nek, és a felület normál-egységvektorainak vegyes 
szorzatából álló mennyiségek. Azaz mind a vetítési 
függvényeket, mind a megfigyelt elemi felületet 
lineárisan közelítő függvényekből áll össze. Ha az A 
mátrixot történetesen egy olyan funkcionálban 
alkalmazzuk, ahol az ismeretlen függvényünk éppen 
a megfigyelt felület, akkor az ismeretlen függvény 
aspektusából felírható:
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A  =  \[x ,y ,z ,n^,riy ,n^)=  A (S ,n ) .

Kvadratikus transzformáció
A fenti lineáris transzformáció bizonyos esetekben 
elégtelen lehet:
1. Különféle okok miatt, pl. nagyobb homogén 

régiók, ismétlődő mintázat esetén nagyobb 
felületelemek összehasonlítására lenne kívánatos. 
Ekkor a megfigyelt felületelem pontjainak az 
eltávolodása az érintősíktól (azaz a felület 
görbülete) nem elhanyagolható a vizsgált 
tartományban.

2. Viszonylagosan nagy bázistávolság esetén a 
leképezés lineáris közelítése nem kielégítő.

A kollineáció a vetítési függvényeket (csak 
lyukkamera modell esetén) egzakt formában 
tartalmazza, de kizárólag akkor használható, ha 
megfigyelt felületelem sík. Ha az 1. probléma is 
fennáll, akkor erről a lehetőségről le kell mondanunk. 
Az elsőfokú közelítés mintájára megkísérelhető olyan 
másodfokú közelítő egyenletek levezetése, ahol 
mind a projekcióé függvények, mind a megfigyelt 
felületelem kvadratikusén közelítettek.

A kvadratikus transzformáció ievezetésének eivi 
tépései
A kvadratikus transzformáció létesítése a kép­
részletek között nem olyan triviális feladat, mint a 
lineáris transzformációnál volt. Egyrészt a fellépő 
differenciálok a második hatványon is szerepelnek, 
azaz nem folyamodhatunk egyszerű inverz­
képzéshez, másrészt a paraméterezéstől való 
elszakadás, azaz az invariáns mennyiségek 
meghatározása nem megy egyszerű eszközökkel 
(átrendezések, átzárójelezések). Az alábbiakban a 
kvadratikus transzformáció levezetésének elvi 
lépéseit foglaljuk össze.

1 . lépés
A felületet most is általános koordinátákkal adott:

S =  x (m, v )c , - i->^(M,v)ey-hz(M,v)e^ (1)

Ennek a felületnek egy elemi részletét két kamerával 
(i. és j.) figyeljük meg. A megfigyelt részlet egy 
pontjának képkoordinátáit ismerjük mindkét

kamerán, ezek: és koordináták.
A felület egy rögzített pontja körüli -  ennek a pontnak

a pixeles koordinátái 3 ,̂ ] ^ -  (du,dv) elmozdulás
hatása az /. kameraképen, amennyiben a másodfokú 
Taylor polinomos közelítésről feltesszük, hogy 
kielégítő:

, öx,. , öx,. ,
<3x, = — -au  -I-----av

' du dv

+  ■
1 d X-

du^

d^x, d^Xi
du + 2 ------ dudv H---- ^  dv

dudv 8v^

jel

=  Q Á d « , d v )

du dv

d u ^ + 2 ^ - ^ d u d v  +  ^ d v ^
du^ dudv dv^

(2)

=  Q^„{du,dv)

( 3 )

Most a lineáris transzformáció levezetésének 
mintájára, a 4. pontjának megfelelően a (2) 
másodfokú egyenletrendszert kellene (du,dv)-re 
megoldanunk.

2. lépés
Ehelyett azonban (és ez a legjelentősebb eltérés), az 
inverz transzformációról feltesszük, hogy szintén jól 
közelíthető egy másodfokú Taylor sorral:

du = Q^{dx.,dyj
dv^QXdx.,dyj} 

ahol azonban a sorfejtés együtthatóit ismeretlennek 
tételezzük fel. A (3) egyenleteket (2)-be helyette­
sítve, továbbá feltéve, hogy a differenciálok
kicsinyek ugyan, de tetszőlegesek, végül a 
másodiknál magasabb fokú tagokat elhagyva (azaz 
ahol egy szorzat tényezői hatványkitevöinek összege 
kettőnél nagyobb), a (3) ismeretlen együtthatóira 
független két ismeretlenes lineáris egyenlet­
rendszereket kapunk (összesen 5 darabot), amelyek 
könnyen megoldhatók. Megközelítésünk helyességét 
igazolja, hogy a (3) elsőfokú együtthatókra a (2) 
elsőfokú tagjaiból álló mátrix (a JacojDi mátrix) 
inverze adódik csakúgy mint a lineáris transz- 
formáció esetében, tehát (3) kvadratikus egyenletek 
a lineáris tagjai a éppen az előző pontban leírt 
lineáris transzformációt valósítják meg, a további 
tagok a tiszta másodrendű hatásokért felelősek.

3. lépés
Most az előző lépésben kapott (du,dv) értékeket egy, 
a második kamerára felírt másodfokú Taylor 
polinomba helyettesítjük (a lineáris transzformáció 4. 
lépésével analóg módon), és a kapott egyenleteket 
az előző lépéshez hasonlóan egyszerűsítjük, azaz 
minden olyan tagot elhagyunk, ahol a tényezők 
(du,dv) szerinti össz-hatványa kettőnél nagyobb. 
Ezzel a lépéssel a kívánt formát kapjuk:
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d x . =Q^j {dXf , dy^, du, dv)  

dy i = Qyj {dx,, dy. ,du,dv)
(4 )

j ^ y j '
Az egyetlen probléma, hogy az egyenletek a kiinduló 
lépésnek megfelelően a felületre jellemző mennyisé­
geket az (ismeretlen paraméterezésnek megfelelő) 
paraméteres formában tartalmazzák. Célunk tehát a 
(4)-ben du és dv invariáns mennyiségekkel helyette­
sítése.

4. lépés: invariáns egyenletek 
Az utolsó lépés a paraméteres mennyiségek 
kiküszöbölése, hiszen implicit felületek esetén a 
paraméterezés ismeretlen. A lépés most egyáltalán 
nem olyan triviális mint a lineáris transzformáció 
esetén, ahol szinte csak „észre kellett venni” a 
paraméteres mennyiségek mögötti invariáns 
tartalmat.
A fellépő mennyiségek két csoportba sorolhatók. Az 
első csoportba tartozók a felületnek csak az 
elsőrendű deriváltjait tartalmazzák, és egyszerű 
átrendezéssel, átzárójelezéssel felismerhető a 
felületre jellemző elsőrendű invariáns mennyiség: a 
felület normál-egységvektora. Ezek a mennyiségek 
(tenzorok) felelősek egyébként a perspektivikus 
hatásért.
A második csoport azonban nem ilyen egyszerű. A 
paraméteres forma tartalmazza a felület másodrendű 
paraméteres mennyiségeit is, és semmilyen azonos 
átalakítással nem sikerült invariáns formára hozni. A 
cél elérése érdekében szükség volt egy különleges 
konstrukcióra, amely a felület érintősíkjában speciális 
paraméterezéseket (lokális bázisokat) valósít meg, 
és amelyek segítségével a felületelem másodrendű 
mennyiségei invariánsokat tartalmazó alakot öltenek! 
Ezt a paraméterezést az egyszerűség kedvéért egy 
megfelelően választott konstans vektor generálja.
A paramétervonalakat a következőképpen konstruál­
juk: a választott konstans vektor meghatároz egy 
párhuzamos síkhalmazt. Ezeknek a felülettel való 
metszetét nevezzük „u” vonalnak, és az erre 
merőleges, a felületen futó vonalat pedig „v” 
vonalnak. Ha ezen paramétervonalakat ívhosszuk 
szerint járjuk be, akkor érintővektoraik és a felületi 
normálvektor ortonormált bázisrendszert alkotnak.
A konstrukcióból adódóan a levezetett transzfor­
máció a felület azon pontjain nem értelmezett, ahol a 
választott sík egybeesik a felület érintősíkjával. A 
szokásos eljárás ennek a kiküszöbölésére, hogy 
mindig a „világ”- koordinátarendszer biztosította 
síkok közül a legmegfelelőbbet választjuk.
Végül ezekben a bázisokban kifejezve a (4) egyen­
letben szereplő, a felületre jellemző másodrendű 
mennyiségek invariáns alakot vesznek fel. A
fentieket formalizálva (S ^ , S^,, n a lokális rendszer):

5 =  |n x c |  S „ = —n x c  S„ =  n x S „
’  5 ’  ’  (5)

( N  =  S , x S . = n )

Ekkor: d A = ( S , V ) . S . ,  S , S , = ( S , V ) . S . ,

S ,S .= ( S .V ) .S . ,  a.S, =  (S ,V ) .S , .  és ahol

,e , ) ,  c nem párhuzamos n-nel!

A négyféle projekcióé függvény gradiensei:

e K  =  i , j  által definiált tenzorok

az invariáns mennyiségekre átfogalmazott (4) egyen­
letek építőkövei:
Tvz, =  - ( V Z ,  • 5  A K S .  +  ( V Z , . S .S .)S .S ,

^ (6 )

+ (v z ^ -5 .s .) s A - (v z , 'a .s .)S A

U v z ,  ( ^ ^ Z z ) ' [ n j .  ( 7 )

A pont a skaláris szorzás jele, az [n]^ a normál- 

egységvektor „kereszt tenzora”: [n],^ ■ V =  n x v
minden V -re. A T  tenzor fenti formája jól mutatja, 
hogy az érintősíkban értelmezett (kétdimenziós) 
tenzor, amely reprezentánsa az bázisban a

zárójeles mennyiségekből álló mátrix. Amíg az U  
tenzor kizárólag a vetítési függvény másodrendű 
jellemzőit tartalmazza (perspektíva), addig a T  -k a 
felület másodrendű jellegzetességeit (görbület) is. 
Ezek alapján a (4) a felületre jellemző mennyisé­
gektől való függésében így írható fel: 

dxj = ö^^.(S,n, V n)

dyj=Qyj{S,n,Vn)

Azaz egy funkcionált minimalizáló ismeretlen S 
függvény aspektusából a (8) egy olyan kvadratikus 
transzformáció, amely tartalmazza az ismeretlen 
felület mellett annak első- és másodrendű invariáns, 
differenciális mennyiségeit.

A kvadratikus transzformáció egyenietei
Jelölések:
A lineáris transzformáció mátrixának elemei:

V x ,n V x ,|

(8)

űfji —

Vx,.nV_y,.|
)^12 ~

Vx^nV>',.
5^22

Vx,.nV_v.

A mátrixelemek közös szorzójának négyzete:
1

(i =
|Vx,.nV>',|
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Ezek felhasználásával a végeredmény a következő 
formában írható fel:

dx,

dy,

Ahol

= A
K

Vj, P V y , - V y ,P V j: ,

+ 1 1 -Wy, ■PVx, V;c, • P • Vx^
2 íív 1

V j,. Q V y , - ' V y . Q V x ^ '
HV, I -Vy, Q V;t, Vjr, ■ Q ■ Vx,

+  ' +  a^2

Q — ÍÍ21 (Uvi, + )+ a22 (Uyy, + '̂ Vyj )
Formálisan olyan, mint egy tenzorokra felírt affin 
transzformáció:

■P
=  A

Uvx, +  Tvx,'

Uv,,. +  Tv„,.

3 EREDMÉNYEK

Az első sorozat a levezetett eredmények 
helyességét illusztrálja. Az objektumok -  tórusz és 
gömb -  implicit módon, előjeles távolság­
függvényükkel (signed distance) adottak. Mindkét 
sorozatban a második kamera az érintősíkkal 
párhuzamosan lát (azaz az érintősík egy vonalnak 
látszik). A számítások eredményein megfigyelhető, 
hogy a választott pontokban az alakzatokat érintő 
paraboloidok, a gömb esetén forgás-paraboloid 
(2.ábra), tórusznál paraboloid-nyereg (3. ábra) 
adódik megoldásként.

3.ábra: tórusz közelítése belső nyereg-pontjában

Az alábbi szintetikus képsorozatok az eredményeket 
mutatják be egy-egy jellegzetes nézetben. A 
sorozatok első képe az 1. (i.) kamera által mutatott, a 
második és harmadik a 2. (j.) kamera által mutatott 
képek. Az eredmények a lineáris és a kvadratikus 
közelítések alkalmazhatósági tartományának jelen­
tős eltérésérét szemléltetik. A harmadik sorozat 
(tórusz) különösen érdekes abban a tekintetben, 
hogy az első kép négyzetének kvadratikus 
transzformáltja nem egyértékű a másik kamera 
képén, önmagába visszafordul, azaz a tórusz 
„hátoldalára” mutat.
A második kép a 2. kamerán a lineáris, a harmadik a 
2. kamerán a kvadratikus transzformáció eredménye.

4 EGY LEHETSÉGES ALKALMAZÁS

2.ábra: gömb közelítése

A fenti eredmények egyfajta többkamerás 
rekonstrukció típus [3] minőségének és meg­
bízhatóságának javítása érdekében születtek. Az 
említett alkalmazás egyik fő problémája a jobb 
minőség érdekében alkalmazott nagyobb korrelációs 
ablakok esetén tapasztalt instabilitás. Várakozásunk 
szerint ezt a hátrány sikerül nagymértékben 
csökkenteni. A tesztek folyamatban vannak, az 
eredmények megfelelő mennyiségű információ után 
kerülnek publikálásra.

5 ILLUSZTRÁCIÓK

A 4. ábra mutatja be a képsorozatok készítésének 
körülményeit, ezzel a konfigurációval készült a 2. 
(gömb) sorozat.
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4.ábra: a sorozatok készítésének körülményei; a 
piros pont az i. kamera, a kék a j. kamera helyzetét, 
a sárga vonalak az optikai tengely irányát mutatják.

6 OSSZEFOGLALAS

A kvadratikus közelítés szolgáltatta egyenletek nem 
egyszerűek, de jól programozhatok. A [3] (alap) 
rekonstrukció és kvadratikus változatának az 
összehasonlítását szolgáló tesztek éppen csak 
elkezdődtek. Jelenleg még nem áll rendelkezésre 
elegendő mennyiségű adat ahhoz, hogy tudjuk: 
pontosan milyen feltételek mellett (a rekonstrukció 
„szabadságfoka” igen nagy, a térbeli rácsmérettöl a 
korrelációs ablak méretéig, a felület textúrázott- 
ságától a kamerák számáig stb.) milyen mértékű 
javulás várható a rekonstrukció minőségében. Az 
első eredmények szerint 20-30%-os javulás várható 
a megoldás-felülettől való eltérés mértékében. A 
számítás alapja az ismert (szintetikus) megoldás­
felület vertexeinek átlagos távolsága a rekonstrukció­
val kapott felülettől.

1. sorozat: Lineáris és kvadratikus közelítés gömbön

2. sorozat: Lineáris és kvadratikus közelítés gömbön

3.sorozat: Lineáris és kvadratikus közelítés tóruszon
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Abstract
The optical aberrations of human eyes, as well as, those of other optical systems, are often characterized with 
the Zernike coefficients. The corneal surface is also frequently represented in terms of the Zernike functions. 
Although, the corresponding coefficients are normally obtained from measurements at discrete points and via 
discrete computations, the developers o f the corneal measurement devices and evaluation programs could not rely 
on the discrete orthogonality o f the Zernike functions. Recently, meshes of points over the unit disk were found 
and reported that ensure the discrete orthogonality of the Zernike functions. In the present paper, we report on our 
experimental results concerning the precision of the Zernike-based surface representation over the unit disk. The 
test surfaces considered herein include centrally positioned and shifted cones, pyramids, and some cornea-like 
surfaces.

Categories and Subject Descriptors (according to ACM CCS): F,2,l [Analysis of algorithms and problem com­
plexity]: Computation of transforms, G.1,2 [Numerical analysis]: Approximation of surfaces and contours, G,l ,4 
[Numerical analysis]: Error analysis, and 1,3,.5 [Computer graphics]: Curve, surface, solid, and object repre.senta- 
tions.

1. Introduction

The optical aberrations o f human eyes, as well as, those 
of other optical systems, are often characterized with the 
Zernike coefficients. The corneal surface and its aberrations 
are also frequently represented in terms of the Zernike func­
tions. Although, the Zernike representation of an optical sur­
face or a system is normally obtained from measurements at 
discrete points and via discrete computations, the developers 
of the relevant measurement devices and programs could not 
rely on the discrete orthogonality of the Zernike functions, 
as it was not known whether it exists, or not. In 2005, how­
ever, the discrete orthogonality of the Zernike functions over 
the unit disk was proven, and appropriate meshes over the 
unit disk were constructed that ensure this orthogonality 
In the present paper, we continue reporting our experimen­
tal results concerning the representation and its precision 
achieved using the aforementioned meshes and the Zernike 
functions. The achievable precision of the discrete orthog­
onality has been already looked at via an earlier software

implementation Some initial results concerning the preci­
sion of the Zernike-based representation and reconstruction 
of comea-like surfaces is in press. In the present paper, we 
will look particularly at the error functions resulting from 
the Zernike reconstructions.

Figure 1: An example of the Zernike functions: Fj .
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Figure 2: The first twenty-one Zernike functions arranged 
in a triangle. This arrangement corresponds to the common 
indexing of the Zernike functions.

•  •

Figure 4: The Zernike functions of Fig. 2 arranged 
into a trapezoid. This arrangement corresponds to the 
parametrization used in this paper. The connecting lines 
placed between images suggest the correspondence between 
the two index-spaces.

In the rest of this introduction, the Zernike functions and 
their parametrizations are touched upon. Then the signifi­
cance of these functions in ophthalmology -  concerning eye­
modelling and eye-related measurements -  is pointed out.

In the subsequent sections, we elaborate on how to com­
pute Zemike coefficients in an efficient manner and discuss 
our experimental results concerning the Zernike-based rep­
resentations of test surfaces and their precisions.

1.1. The Zernike functions

The orthogonal system o f Zernike functions was introduced 
by Fritz Zemike -  a Dutch physicist and Nobel prize winner 
-  to model symmetries and aberrations of optical systems 
(e.g., telescopes) '. In Fig. 1, one of the Zernike functions -  
namely -  is shown as an example.

In Figs. 2 and 4, small gray-toned renderings of the first 
few Zernike functions are shown in two different pyramid­
like arrangements. The figures show two possible ways of 
inde.xing (ordering) the Zemike functions. The indexing rep­
resented in Fig. 2 is widely used in the literature, while the 
indexing represented in Fig. 4 is convenient when dealing 
with the discretisation proposed in The latter indexing of 
the Zemike functions corresponds to the notation used 
above. This notation is defined in Section 2.

Some of the important and useful properties of the 
Zernike system are summarized in paper by Pap and Schipp 
cited above. The mentioned paper can be used as a pointer to 
a wider range of relevant publications in this topic. In Sec­
tion 2, the continuous Zemike functions and their indexing 
used in this paper are presented.

1.2. The Zernike representation used in ophthalmology

Nowadays, the ophthalmologists are quite familiar with the 
"smoothly waving" Zernike-surfaces, such as shown in Fig. 
1. They use these surfaces exactly in the way as was in­
tended by Zemike, that is, to characterize various symme­
tries and aberrations of an optical system: those of human 
eyes. In case of corneal topography, the symmetries and 
the aberrations of the comeal surfaces are examined with 
-  and computationally reconstmcted by -  corneal topogra­
pher devices. In case of wavefront analysis, the optical fea­
tures of the eye-hall is measured with a Shack-Hartmann 
wavefront-sensor. These characterizations are given partly 
in the form of Zernike coefficients. As the optical aberra­
tions may cause serious acuity problems, and arc significant 
factors to be considered in planning of sight-correcting oper­
ations, wide range of statistical data -  concerning the eyes of 
various groups of people -  is available concerning the most 
significant Zernike coefficients, sec e.g., Another inter-

Figure 3: Mesh-dots.
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Figure 6: Summation weights -  called Christoffel numbers 
-  associated with the individual mesh-points. These weights 
are shown with interpolation between mesh-points for better 
presentability.

esting use of the Zemike coefficients was reported recently. 
The optical aberrations of the eye make it difficult or in cer­
tain cases impossible to make high-resolution retinal images 
without compensating these aberrations. However, by prop­
erly compensating them, high-resolution retinal imaging can 
be achieved, as reported in ‘k

1.2.1. Mea.suring and modelling corneal surfaces

The purpose of a cornea topographic examination is to de­
termine and display the shape and the optical power of the 
living cornea. Due to the high refractive power of the hu­
man cornea, the knowledge of its detailed topography is of 
great diagnostic importance. The corneal surface is often 
modelled with a .spherical calotte -  see Fig. 1.3 -  though 
more complex surface models are also available for vari­
ous purposes, including testing/calibrating corneal topog­
raphers with non-spherical surfaces Comea-like test sur­
faces are shown in Figs. 1.3, 1.3 and 17.

Recent eye models are more realistic and more detailed -  
certain models, for instance, incorporate even the slight con­
tinuous change of the refractive index within the crystalline 
lens -  and rely on several tuneable parameters. One of the 
motivations for using more realistic eye models is their ca­
pability to estimate -  the actual and the achievable -  the reti­
nal image quality. The inclusion of fine details into the eye 
model, however, does not prejudice the optical importance 
of the anterior surface of the cornea

The monocular reflection-based cornea topographers 
evaluate the virtual image of some measurement pattern that 
is reflected by and after reflection somewhat distorted by 
the corneal surface. Many of these topographers use sys­
tems of bright and dark concentric rings -  called Plácido 
disks -  as measurement-patterns. The Plácido disks look 
somewhat similar to the binary patterns appearing in Fig. 
14. The surface reconstruction method used in conjunction 
with the conventional Placido-based topographers is rather

problematic, as no point-to-point corre.spondences are avail­
able for the purpose o f surface reconstruction On the 
other hand, monocular topographers with more distingui.sh- 
able measurement patterns are still popular. In the recent 
years, several multi-camera corneal measurement devices 
and methods were propo.sed and implemented, e.g.,

1.2.2. Relevance of discrete orthogonality
Although, Zemike coefficients were obtained from measure­
ments at discrete corneal points and via discrete computa­
tions, the developers of the comeal measurement devices 
and shape-evaluation programs could not rely on the dis­
crete orthogonality -  see e.g., -  Zemike functions simply
because no mesh of points ensuring discrete orthogonality 
was known. Not surprisingly, the discrete orthogonality of 
Zemike functions was a target of research for some time, 
e.g., ’. Only recently were meshes of points -  ensuring dis­
crete orthogonality of the Zemike functions -  found and re­
ported in

The meshes introduced there are used herein to calculate 
the Zemike-based representations and their precisions for 
some test surfaces These test surfaces include three "comea- 
like" test surfaces, as well. In Section 3, the discretization 
approach introduced in '' is presented briefly. In Section 4, 
an efficient m'űv of computing the Zemike coefficients is pre­
sented. In Section ,3, the concrete Zernike-basedsurface rep­
resentations and their precisions are discussed. We conclude 
in Section 6.

2. The continuous Zemike functions
A surface over the unit disk can be described by a two- 
variable function g(x,>’). The application of the polar- 
transform to variables x and r' results in

,x =  pcosi3, y =  psini3. ( 1)

where p and ö  arc the radial and the azimuthal variables, 
respectively, over the unit disk, i.e., where

0 < p < l ,  0 < ö < 2 7 t . ( 2 )

Using p and ö, g{x,y) can be transcribed in the following 
form:

G(p,ö) := gípcosű.psinö). (3)

The set of Zemike polynomials of degree less than 2N is as 
follows.

y,5(p, ö ):= V 2 n  + |/| + l-/íj;|+2„(P)-^ ^
( / € Z ,  n € N ,  | / | -f2; i<2A)

The radial Zemike polynomials can be expressed
(X Bwith the Jacobi polynomials P, in the following manner:
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' | í|+2h(P) (4)

3. Discretization of Zernike functions

The mesh, i.e., the set of nodal points -  given in  ̂and proven 
to ensure the discrete orthogonality of Zernike functions 
over this mesh -  is as follows:

Xn ■= {Zjk := ■k=^ = 0. ,.,4yv},

where

Pk : k = \ , . . . ,N ,

(5)

(6)

and where is the k-th root (k= \ , of the Legendre 
polynomial of order N. In Fig. 3, meshes Xj, Xj, .... X7 
are shown as concrete examples; the corresponding circular 
meshes are shown in Fig. .3 for comparison purposes.

By using the discrete integral of (7), the discrete orthogo­
nality of the Zernike functions was proven in The discrete 
orthogonality relation is given in (8).

N  4N
[  /(P,<PMv/v := £  £ / ( p ^
■'Xn k^\j=0

2nj
4 N + \ ' 2 ( 4 N +  1)

(7)

In (7), the A^'s are the weights that are associated with 
the discrete circular rings in the me.sh. See Fig. 6. These 
weights -  called Christoffel numbers -  are derived for the 
radial Zernike polynomials from the quadrature formula of 
Legendre polynomials Pn of order N  via the application of 
the argument transform used in (4).

j  c (p ,9 )n ;''(p ’‘pvv^^ ■ SiK ( 8)

In the above orthogonality relation, n + n + [wj < 2N and 
n i n' i \m'\ < 2N are assumed to be satisfied.

The quadrature formulas are significant tools in con­
structing discrete orthogonal systems. Quadrature formulas 
are known for some well-researched continuous orthogonal 
polynomials -  of certain importance -  of one variable since 
Gauss's time. See e.g., -. The quadrature formulas are ex­
pressed in the following way:

In our case, that is, for the discretization of the radial Zernike 
polynomials -  i.e., the radial component of the Zernike func­
tions -  the N roots of Legendre polynomials /V were used. 
The exact formula for deriving the weights is not given 
here, for this see We just note here that Pne. formula is exact 
for every polynomial /  of order less than 2N.

For N = 2,...,7, the aforementioned weights -
namely, Aj AÍ, AT M Alj -  are shown
over their corresponding discrete meshes in Fig. 6.

4. Computing the discrete Zernike coefficients

The discrete Zernike coefficients associated with function 
r(p,(j)) can be calculated with the following di.screte inte­
gral:

C7 = l : l  T(p,(p)K,f(p,(p)t/v^.
Tt JXn

( 10)

It is worth noting that if T(p,(l)) happens to be an arbitrary 
linear combination o f Zernike fiinctions of degree less than 
2N, then the above discrete integrals, i.e., for n's and m's 
satisfying the inequality 2n -f \m\ < 2N, result in the exact 
Zernike coefficients, i.e., which are calculated from the cor­
responding continuous integrals. The computing of the dis­
crete Zernike coefficients -  according to (10)- was speeded 
up via using FFT. It is made possible by the presence of the 
expression appearing between parentheses in the last line of 
(11), which is the discrete Fourier transform o fT  over the 
4N + 1 points of the discrete circle -  see Figs. .3 and .3 -  with 
radius p^.

^f2n - | -  j / |  T  1 dXfj

7-0 

1

JXk

4 N + ] '  •'2(4A^-|-1)(p^' ' 4 .V -t l —

4N
N  2 7 : 7

4N f  1'
(II)

In the discussion of the concrete computational results 
presented in Figs. 7-18, we will refer to the continuous coun­
terparts -  see Fig. 5 -  of the discrete circles as sampling cir­
cles, and the cylinders over them -  appearing in Figs. 7, 9, 
11, 13, 15 and 17 -  as sampling cylinders.

/: f (x)dx  w £  f {Vf  )A ^ . (9)
k=̂\

Interestingly, the integration of function /(.v) via the 
quadrature formulas is much more precise than the numeri­
cal integration over some arbitrary (e.g., equidistant mesh).

5. Zernike repre.sentation of some test surfaces

In this section, we look at the Zemike-based representation 
and reconstruction of some test surfaces over the unit disk. 
MATLAB routines were created for computing the surface 
points of these test surfaces and their discrete Zernike repre­
sentations.
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I I A
/

Figure 7: (a) The intersection of a "sampling" cylinder and 
a centrally positioned cone, (b) The circular Fourier trans­
forms of the above cone, (c) The Zernike coefficients of the

Figure 9: fa) The intersection of a "sampling" cylinder and 
a central pyramid over the unit disk, (b) The circular Fourier 
transfonns o f the pyramid, fc) The Zemike coefficients o f the 
pyramid.

The surfaces included in this .study are as follows: cone 
(Fig. 7), pyramid (Fig. 9), a .shifted cone (Fig. 11). a sperical 
calotte (Fig. 1.3), a shifted spherical calotte (Fig. 15) and a 
sphero-cylindrical .surface (Fig. 17). Clearly, the first three 
are rather artificial surfaces, they have nothing to do with 
the corneal shapes. They serve as easy-to-grasp examples

that can be easily visualized and their interaction with the 
sampling mesh can be easily followed. The rest of the test 
surfaces were selected from the ones proposed in These 
are more comea-like, and often used in cornea modelling 
and in characterizing the shape of the human cornea.

For each of the above test surfaces, (a) the original siir-

Figure 8: Reconstruction errors at various parameter- 
settings for a cone.

Figure 10: Reconstruction errors at various parameter- 
settings for a pyramid.
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/  /

Figure í í : (a)  The intersection o f a "sampling " cylinder and 
a non-centrally positioned cone, (b) The circular Fourier 
transforms of the non-centrally positioned cone, (c) The 
Zemike coefficients o f the non-centrally positioned cone.

/

Figure 13: (a) The intersection of a "sampling" cylinder and 
a centrally positioned "cornea-like" spherical calotte, (b) Its 
circular Fourier transforms, (c) The Zernike coefficients of 
the spherical calotte.

face rendered in gray tone and viewed from a skew angle; 
(b) the intersection of the surface with one of the sampling 
cylinders (i.e., a cylinder over one of the discrete circles of 
the mesh); (c) the discrete Fourier .spectrum of the surface 
points sampled by the discrete circles of the mesh; (d) the 
discrete Zernike spectrum of the surface with the Zemike-

coefficients arranged according to pyramid shown in Fig. 
2; (e) the signed error functions corresponding to Zernike- 
based reconstmctions over increasingly dense X/v meshes, 
and (f) their thresholded (threshold = 0, i.e., at locations 
marked with black the original surface was above the rccon-

Figure 12: Reconstruction errors at various parameter- 
settings for a non-centrally positioned cone.

Figure 14: Reconstruction errors at various parameter- 
settings for a central spherical calotte.
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f
1  ■ l|

Figure 15: ("<7 j The intersection of a "sampling" cylinder and 
a non-centrally positioned spherical calotte, (b) Its circular 
Fourier transforms, (c) The Zemike coefficients o f the non- 
centrally positioned spherical calotte.

Figure 17: (a) The intersection of a ".sampling" cylinder 
and a centrally positioned sphero-cylindric surface, (b) Its 
circular Fourier transfonns. (c) The circular Fourier trans- 
fonns scaled up. (d) The Zemike coefficients of the sphero­
cylindrical surface.

structed one, at locations marked with white it was the other way round) -  "zebra-like" -  versions are presented. See Figs. 
7-18.

Figure 16: Reconstruction errors -  presented as in gray tone 
and binary images-at various parameter-settings fora non- 
centrally positioned spherical calotte.

Figure 18: Reconstruction errors at various parameter- 
settings for a centrally positioned sphero-cylindrical sur­
face.
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In case of the cone, the intersection of the surface and 
the sampling cylinders result in concentric horizontal cir­
cles. Each discrete sample point along a particular such 
circle have the same z-coordinate. Therefore, the sampling 
achieved by the sampling points is perfect. There is, how­
ever, a significant, slowly decreasing error at and near the 
apex of the cone, as there are no sample points available 
there (due to the particular choice of the mesh). As the z- 
coordinates of the surface points are constant above a partic­
ular sampling circle, the discrete Fourier spectrum exhibits 
only a single peak at zero frequency for that circle. The zero- 
frequency Fourier coefficients form a straight -  i.e., linear -  
ridge in the discrete Fourier-spectra (see Fig. 7b).

In many respects the situation is similar in case o f the 
spherical calotte, the intersection of the surface and the sam­
pling cylinders are again concentric horizontal circles', along 
existing sampling circles the sampling is again perfect. How­
ever. there is no significant error over the origin as the calotte 
surface is not pointed. The discrete Fourier spectra exhibit 
peaks only at zero frequency. The shape of the resulting 
ridge is now forms an ellipse arc (or a circular arc after 
proper scaling). Some of the zebra-ring error patterns appear 
negated in this ca.se.

The ca.se o f the pyramid is in many respects similar to 
that of the cone, however, there are interesting dissimilari­
ties. Firstly, the intersection of the pyramid and the sampling 
cylinder is no longer a circle. It is not even a planar curve. 
The z-coordinates of the surface points above a particular 
sampling circle are no longer constant. The spatial curve of 
the intersection is not everywhere differentiable. The sam­
pling is far from being perfect above the discrete circles and 
cause representation errors resulting in the distortion of the 
error patterns (see Fig. 10. It is also interesting to see that the 
error-patterns are no longer .symmetric. (Though, the pyra­
mid itself is invariant on k^  rotations, the sampling mesh is 
not.) The other cases, are also interesting and it would be 
worthwhile to go through them one by one. It, however, has 
to be left to the interested reader.

6. Conclusion

The discretization scheme used in this paper has relevance 
to the concrete application field, i.e., corneal measurements, 
but could also benefit physicists and engineers dealing with 
optical measurements, or with the design o f optical measure­
ment devices. In our experiments concerning the Zemike- 
hased representation and reconstruction of surfaces, we 
looked at the structure of the error functions and their thresh- 
olded binary versions {"zebra rings". The structure o f these 
rings was discussed in some detail. Further work is going on 
-  concerning the mentioned meshes and the discrete Zernike 
system -  in nvo main directions. Firstly, how to tune the con­
ventional measurements -  i.e., the measurement based on 
other meshes -  so that the advantages of the meshes pro­

posed by Pap and Schipp can be exploited. Secondly, how to
design optical sensors that are based on these meshes.
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Abstract
This paper describes a discrete geometrical approach to improve the quality o f  line/curve 
intersections in the skeletonized image. A proper geometrical foundation is presented to be able to 
measure the degree o f  the distortion o f  the intersections caused by skeletonization. An improvement 
to reduce this distortion is suggested based on the separation o f  thick and thin lines/curves in the 
original image. This step assures the appropriate skeletonization o f the thick elements which is 
consequently connected by the skeletons o f  the thin elements by direction estimation. The approach 
can be applied in improving the .skeletonization o f the retinal vascular system which step is often 
considered in the detection o f several vascular diseases o f  the eye. Corresponding experimental 
results are also reported based on a publically available database.

Categories and Subject Descriptors (according to ACM CCS): 1.3.5 Computational Geometry and Object Modeling

1. Introduction
Skeletonization ' is a binary morphological operation 
to extract the centerline o f an object. The skeleton is 
often found by thinning the object with removing 
pixels without affecting the general shape. The 
skeleton is a popular object representation, since 
pixelwise observations can be used to characterize the 
spatial behavior of the objects. For example, junctions 
can be located as pixels with at least three 8- 
neighbors. However, the skeleton is usually distorted 
as it is illustrated in Figure 1, with having two 
junction pixels instead of a single one. In such cases, 
the intersecting elements cannot be tracked properly 
later on.

(a) (h) (c)

Figure 1: Distortion o f an intersection during 
skeletonization: (a) original image, (b) its skeleton, 
(c) desired skeleton.

Several approaches have been released to overcome 
this problem. Basically, these methods can be grouped 
as skeleton-based or global approaches. In the 
skeleton-based case ', the distorted locations are 
found at the already skeletonized images, while in the 
global case the intersections are tried to be localized 
in the original line drawing image. The usual 
drawback of a skeleton-based decision is that it needs 
a proximity parameter to differentiate between true 
intersections and enclosed segments connecting 
intersection points and the definition o f this parameter 
is challenging for the whole image. Global approaches 
usually based on corner detection inheriting the 
typical related problems, like too many/few comer 
candidates. However, their strength is that they try to 
locate and improve distorted intersections without 
touching the original image.

We have encountered with this intersection 
distortion problem during the improvement o f  the 
skeleton o f the retinal vascular system. As a specific 
field, in automatic screening o f retinopathy the proper 
mapping of the vasculature system has very important 
role in gathering information to diagnose diseases. For 
example, a proper traversal o f the vessels gives 
information about how the thickness of the vessels 
changes, or about the artery/vein ratio. After applying 
a segmentation method ’ a binary image can be
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extracted with similarities to line drawing ones (see 
Figure 2).

Figure 2: Binary vessel map o f the retina.

In this paper, we propose a global technique for 
supressing distorted intersections in the skeleton that 
can be considered as both a stand-alone or a 
complementary approach to others e.g. mentioned 
before. Our method is based on the separation o f the 
thick and thin vessels o f the complete vascular system 
(input image) before applying skeletonization. The 
main motivation behind this approach is to be able to 
extract the precise skeletonization o f the thick vessels 
at the intersection, while the skeletonization o f the 
thin components is executed separately. However, 
since the vessel system is split into two parts a 
consecutive reconnecting step is needed to connect 
the thin skeletual elements to the thick ones. The rest 
of the paper is organized as follows. Section 2 
describes the theoretical model that is considered to 
measure the distortion as a function o f the thickness 
of the intersecting elements. In section 3 the 
separation o f the thick/thin elements is explained 
together with the reconnecting step to connect their 
skeletons. Section 4 contains our experimental 
results. Some pending issues are discussed and 
conclusions arc drawn in section 5.

2. Theoretical model for vessel 
intersections
As the theoretical model for the intersection o f two 
vessels, we consider two stripes bounded by pairs of 
parallel lines for the intersecting vessels as shown in 
Figure 3.

For simplicity, we perform the detailed geometric 
calculation for only one half o f the intersection since 
the other half distorts in the same way because of 
geometric symmetry. To measure the degree o f the 
distortion o f the intersection, a natural error function 
can be defined as the distance between the desired and 
actual junction points (see F  and E in Figure 3, 
respectively).

For the calculation our coordinate system is 
selected to have one o f the line pairs is perpendicular 
to the axis x  while the pitch o f the other one with the 
axis .v is a  . The distances o f the parallel lines, that is, 
the widths o f the stripes, are denoted by i(, and , 
where t/, < t / , . This model lets us to measure the 
degree of the distortion of the skeletual intersection as 
a function of the width o f the stripes and their 
enclosed angle. For defining the skeleton, we follow 
the classical definition ' that builds it up from centers 
of the circles o f maximum radius among all circles 
which lie within the object.

Figure 3: Geometric model for the intersection o f two 
vessels.

Figure 4: Geometric elements defining the 
skeleton o f  the model.

Based on Figure 4, we can recognize the following 
geometrical components that take part in building up 
the skeleton for our intersection model:
• e: the centerline of the stripe bounded by (c/, e2),
• f .  the centerline o f the stripe bounded by {Jhffi,
•  P i , P i , Pi, P/- the respective parabolas given by 

focuses and directrixes (O, f ) ,  (P ,fi), (O, e,) and
(P, ej).

• g, h: the respective perpendicular bisector o f the 
line segments PR and OQ,

• i,j:  the respective angle bisectors o f e, and f  at 
Q, e2 andf: at R.
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The parameters o f the model are:
• d/, 02'. the respective widths o f the intersecting 

stripes bounded by (e/, e_i) and (//,/:)<
• k'. the d2ldi ratio which will be very useful in 

simplifying some calculations and also in 
visualizing the degree o f  distortion based on the 
relative widths o f the stripes,

• a: the enclosed angle between the stripe e and the 
axis X.

The desired skeleton should be found as the 
intersection point o f centerlines o f the stripes, whose 
equation can be given as:

_____V = xtan a -
2cosor

/
d.

respectively. The respective equations o f the 
perpendicular bisectors g  and h can be calculated as:

d,
I t  —  W  t o n  /O r _____>’ = i/j tan or -  -

co sa

//: y  = ------•2 co sa
The respective equations o f  the angle bisectors / and j  
can be calculated as:

f  n: d,j. y  = tan — + — X-------,
V4 2 j co sa

{ 37t a \ ,  , s , d.
j. v = tan —  + — (x-iTjj + a j t a n a ------ —̂ .

' V 4 2 y co sa
The respective equations o f the parabolas pi, p 2, ps 
and p 4 can be given by:
P i -

- X  =  -

2d- T" 2
P2-

P f

P i-

where

2 d
1 / , d^
—  -  Ű2 tan a  j" + —  ,

V  =  ■

2d,

2d^ 2

~  (x'-r/j + (̂ 2 tan or -  —

X = x c o sa  - y s m a , 
y'=  xsin a  + y c o s a  .

As it can be easily checked, the angle bisectors i 
and /  and the centerline /  intersect at a single point.

This point is the center o f a circle with radius ^  . It

also follows from the geometric construction that the 
two parabolas and an appropriate angle bisector (pj, 
P3, j  and p 2, P4, 0  intersect in a single point.

In Figure 4, the geometric construction o f the 
skeleton points can be seen with parameters d, = 1 0 ,

d^ = 4 0  and a  ■■
K

It depends on the model parameters which 
intersection point o f the appropriate geometric objects 
will define the location o f the distorted junction point. 
In the following two sections we will discuss the two 
possible cases. The first case is mainly valid for large 
values o f k, while the second one is for small values 
of k. The proper final error term for the degree of 
distortion is derived from these two cases
conditionally to the model parameters in section 2.3.

2.1. Junction point based on bisectors
The intersection point E\ o f the eenterline/and the 
perpendicular bisector g  can be calculated as:

X] = —  , >-, = d, tana ----------- .
2 2 co sa

Performing skeletonization o f the two intersecting 
vessels separately the desired intersection point F  has 
the coordinates:

d. , i/, tana
Xn = —  and v’o = ^ - ------- ----------

2 2 2cosör
In this case, the degree of distortion DD\ is calculated
as:

A:c/, tana
DD^ = V(^1 +(>’i - y S  =

where k = — .
d\

Figure 5 shows the behavior o f the error function DD\ 

for a  Í 0 < a  < y  j and k {}<k < lOO) if  t/, =1.

Figure 5: The degree o f distortion DDl in the first
case.

It suggests that the distance of the intersection 
points changes linearly with the variable k if  the value 
of the other parameter a  and if, is given. It can be 
seen also on the plot that the error function is almost
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linear in variable cr if  0 < a  < — but it increases
3

rapidly, when y  < a  < ^  .

2.2. Junction point based on parabolas
In this case, the intersection point o f the parabolas 
and the corresponding angle bisector that we consider 
as a skeleton point is £2 (^2’>’2) ’ where >’2 is the 
smaller root o f the quadratic equation

,  ( 7t a ' l  2- cos“ a tan — + — xU 2 )
+1 2d-, cosal sin a tanj ^  y  I

+ 2c/.<y, cosa -  i/. I ^  «  I „‘ tan — I- —  =  0 
,4 2,

and

4', =
1

( n  a  tan — + —U 2

^2 +■cosor

The discriminator of the quadratic equation 
detennining Vj is always non-negative for k>  \ , and

7t
0 < or < — . We omit the complex formula for y j .

In this case, the error o f the skeletonization is the 
distance o f  the point £2 (4̂2 >>’2) the ideally
detected intersection point F. Thus, now we have

DD2- '■2 4'o) + (T2 To)
With the investigation o f the error function we get 

that the distance o f the intersection points depends on 
the thickness (of the vessels) linearly which can be 
seen easily from the geometric construction as well. 
We can consider the error o f the skeletonization as a 
function of the variable a  and k.

Figure 6 shows the behavior of the error function

with variable a

(1 < A-< 100) if  rf,=l.

0 < a  < y and variable k

100

Figure 6: The degree o f  distortion DD2 in the 
second case.

2.3. The total degree of the distortion
After determining the distortion junction point £ , and 
£ 2 , the total degree o f the distortion is decided by the 
two candidates depending on the parameter k and a  . 
The total degree o f the distortion DD is either DD\ in 
case the distortion junction point is £ , or DD2 if the 
distortion junction point is £ 2.

It can be seen that £)£>, < DD^ for all values of 
parameter k  and a  .

It follows from the geometric construction that
max(c/|, r/j) _ <̂2 

"2 “ Tű̂ (£2 ,£ ) = (((£2,62) = < (̂̂ 2 ./l ) > ■

for the radius o f the maximal circle with centre point 
El. It is required in the classical definition o f the 
skeleton that the circle with maximal radius to remain 
inside the object. Considering this condition the radius 
d{E2,P) has to satisfy:

d{E2,P) < max(c/,, t /j) = i/2 
Summing up, the total degree of the distortion DD 

is DDi if

^ < d { p 2 ,P ) < d 2 ,

otherwise the DD can be considered as DD^.
The distance d{E i,P )  depends on the parameter

c/i linearly so the decision about the candidate 
junction points can be made just by the parameter k 
and a  (see Figure 7).

Figure 7: The distance function o fE j and P, that 
defines the total degree o f  the distortion.

We can see on Figure 5 and 6 that the degree of 
distortion is large for stripes having large width 
differences. This observation motivated the separation 
of the vessels based on their widths as it will be 
discussed in the following section.

3. Improving the skeleton of intersections
Our approach to improve the skeleton o f binary 
vascular images is based on two major steps. First, we 
split the vascular system into two parts containing the 
thick and thin vessel segments and perform the
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skeleton o f the two sets. Then, we reconnect the 
components disconnected in the splitting step.

3.1. Splitting the vascular system into two 
parts
The separation o f the thick and thin vessels o f the 
whole vascular system is performed by applying 
erosion steps that remove pixels having less than N 8- 
neighboring pixels. We repeat the procedure 
recursively until no more changes are found in the 
image. By this process, thin blood vessels are erased 
with the thick vessel subsystem preserved. Then, the 
thin vascular subsystem can be trivially generated by 
subtracting the thick one from the original binary 
image. The result o f this splitting procedure is shown 
in Figure 8 for the input binary vascular system 
depicted in Figure 2.

-K A

-A \ \

(h)

Figure 8: The result o f the splitting step; (a) the 
thick vessels subsystem, (b) the thin vessels 
subsystem.

We note that our approach for erosion is slightly 
different from the classical morphological operation. 
Namely, our approach preserves all the vessels above 
a given width to guarantee that the thick vessels 
remain connected.

After successfully splitting the vascular system into 
two parts, we perform the skeletonization o f the thick 
and thin subsystems. For this purpose, any 
skeletonization algorithm can be used. In our 
implementations we considered the one 
recommended by Deutsch

3.2. Reconnecting thick and thin elements
When taking the union o f the skeletons o f the thick 
and thin vessel subsystems, several discontinuities 
(gaps) remain to be filled in. This phenomenon is also 
depicted in Figure 9.

(a) (b)

Figure 9: The reconnection step to fill  in the gaps 
between the skeletons o f  the thick and thin vessels; (a) 
a gap to be filled in, (b) result after reconnecting the 
separate skeletons.

To fill in such gaps, we perform direction 
estimations at the corresponding endpoints of the thin 
skeleton to connect them to the thick skeleton 
subsystem. The direction estimation is performed by 
following the classical recommendation o f discrete 
geometry  ̂ for the calculation of a tangent at the given 
endpoint. That is, the reconnecting line is calculated 
from the endpoint and the pixel on the skeleton o f thin 
vessel having P-pixel-distance from the endpoint. The 
value o f P is reduced iteratively from a threshold until 
a successful reconnection is found. There is a wide 
range o f vessel widths from (less than) a pixel to a 
maximum width. Since direction estimation may miss 
the thick vessel, a parameter M  for the maximum 
allowed recoimection distance between the endpoint 
and a thick vessel is considered. M  should be set to 
half of the maximum vessel width. We accept the thin 
vessel to be connected to the potential thick vessel if 
the thick skeletual pixel and the thin endpoint pixel 
ean be eonneeted in this way. If the algorithm is not 
able to find a thick skeletual pixel for a thin endpoint 
than it resumes the skeleton extracted from the whole 
vascular system for that location.

4. Experimental results
For our experimental tests we considered a database 
of 130 vessel interseetions extracted from the 19 
binary vascular images o f the DRIVE database *. The 
images in the DRIVE database have the resolution of 
565x584 pixels with corresponding vessel widths of 
1... 10 pixels. Considering this dataset, the parameters 
of our algorithm have been adjusted as follows for 
optimal performance:

• removing pixels having less than N  neighboring 
pixels:
N=4,

•  maximum allowed reconnection distance:
M=5,

• distance from the endpoint for direction 
estimation:
P=6.
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To see the improvement, we have compared the 
skeleton resulted by our approach with the classical 
skeleton extracted from the original intersection 
image without any splitting/reconnection step. For a 
quantitative comparison, we considered the degree of 
distortion {DD) term defined in section 2.3.

From the 130 intersections, our algorithm 
generated 47 different skeletons than classical 
skeletonization. That is, basically in 36% o f the cases 
the segments had sufficiently different widths for a 
reliably split. Comparing the results with respect to 
the DD term, we got that our algorithm gave better 
results for 29 intersections. In 14 cases, the detected 
junction points were different, but the DD term 
remained the same. There were 2 intersections, where 
our algorithm gave worse results than the classical 
skeletonization. In these cases, the thin vessels can be 
considered rather as circular segments than linear 
ones causing a failure for direction estimation.

Considering the DD term for the 130 intersections, 
our algorithm reduced the total DD error from 140 to 
72 pixels that means a 48% suppression o f distortion 
for these cases. Our results are also summarized in 
Table 1.

Splitable intersections (47/130)
Skeletonizaton: Classic Proposed
Total DD error (pixels): 140.0 72.0
Average DD error (pixels): 3.11 1.6
Distortion decreased to: 51.4286 %
All intersections (130/130)
unsuccessful splitting 85
better results with proposed method 29
same results with proposed method 14
worse results with proposed method 2

Table 1. Improvement o f  the proposed method 
with respect to classical skeletonization fo r  130 vessel 
intersections.

Regarding the experimental tests reported above, 
the question may arise that in general how many 
intersections can be found in a human retina with 
suffieient width differences for a successful splitting. 
To get an estimation, we considered a wide range 
retina image with 200 degrees field o f view shown in 
Figure 10a. Then, we extracted manually the vessel 
system and tested our algorithm with the 
corresponding parameter settings. Figure 10b depicts 
all the 29 positions, where the algorithm was able to 
split the intersecting vessel segments and thus, to 
reduce the degree o f distortion.

Figure 10: Thick/thin intersections on a wide range 
retinal image. (a) original image (from 
www.optos.com), (b) manually segmented vascular 
system with improved intersections marked by gray 
discs.

5. Discussion and conclusion
The DRIVE database contains both macula and optic 
disc centered images. If the retinal image is centered 
at the macula, then the vessels have higher curvature, 
while for an image centered at the optic disc, they are 
more linear. As a consequence, images centered at the 
macula contain more intersecting curve segments of 
larger curvature. Thus, the linear direction estimation 
approach gives more reliable results for images 
centered to the optic disc. Since we intend to process 
images o f both types, we did not make difference 
between them and ealculated an overall performance 
of our algorithm in the tests. However, to refine our 
and other approaches, quadratic or higher order 
interpolation and direction estimation may lead to 
improved performance. Moreover, our proposed 
method should improve the skeleton for fork (Y- 
shaped) junctions, which issue has not been pursued 
in this paper.
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Abstract
Diabetic retinopathy is one o f  the most common causes o f blindness. Thus, a growing demand on 
automatic screening has risen. Among the anatomical parts, thick vessels can be observed most 
reliably in fundus images. Especially, the localization o f the temporal arcade is highly important to 
detect other anatomical parts. State-of-art detectors locate the arcade by fitting semi-ellipses or 
parabolas. However, the selection o f these models is rather ad hoc. We perform a thorough analysis 
to find  cun’e models that fits  optimally. We use non-linear regression analysis with corresponding 
eiTor measurement. Several models with low numbers o f  parameters are checked to support fast 
matching. Comparative results with the current models are also shown.

Index Terms—  curve fitting, blood vessels, biomedieal imaging, image matching

1. Introduction
Diabetic retinopathy (DR) is one o f the most eommon 
causes of blindness in the developed eountries'. 
Screening of retinopathy is essential to prevent 
blindness o f patients with diabetes. The manual 
sereening methods have both high finaneial eost and 
human resource needs. Nowadays, several approaches 
have been considered to build automatic computer- 
based screening programmes"’̂ . One o f the most 
reliably detectable anatomical parts -  even for low 
quality images -  is the vascular system, because there 
are no similar lesions on the retina. It is also obvious 
that thicker vessels can be detected more easily. 
Thiekest vessels belong to the temporal arcade, which 
is highlighted in Figure la. The proper loealization of 
the temporal arcade has several advantages. For 
example, the fundus image can be classified, whether 
it has been captured from the left or right eye of the 
patient. Moreover, the optic disc and macula (see 
Figure lb) can be detected more reliably regarding 
their relative position to the temporal areade"''\

Our group eurrently develops an automatic 
screening system for diabetic retinopathy, which also 
considers the detection o f temporal arcade for the 
proper navigability o f the image. Prior approaches for 
temporal arcade detection are based on fitting semi­
ellipse'* or parabola* models to the vaseular system. 
Though the shape o f the temporal arcade intuitively 
suggests these models, quantitative analyses have not 
been performed to deeide whieh model should be 
considered for optimal fitting. Thus, these ehoices are 
rather ad hoe. To resolve this issue, we have executed 
a thorough theoretical investigation. That is, our aim 
was to find parametrie eurve models that approximate 
the shape o f the temporal arcade optimally regarding a 
proper error term. We use non-linear regression tests 
on temporal arcades with Akaiké Information 
Criterion (AIC) for error measurement to find the best 
fitting models. Low parameter number of the fitted 
model is highly weleome for fast matching algorithms. 
Thus, we have focused on curve models having three 
parameters, similarly to the parabola*.

The rest o f the paper is organized as the follows. 
In section 2, we present the theoretical background
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that is used for fitting the eurve models. Section 3 
contains the list of the curve models found, ranked by 
their fitting performance measured by AIC. A minor 
improvement is applied to the best fitting models in 
section 4 to raise fitting accuracy. Finally, some 
conclusions are drawn in section 5.

Figure 1: Main anatomical parts o f  the retina: (a) the 
vascular system with the temporal arcade highlighted, 

(b) the optic disc (A) and the macula (B).

2. Curve fitting approach
Finding analytically the best fitting curve models with 
low numbers o f parameters is a very challenging 
problem. However, finding models o f approximating 
curves with regression analysis has a wide literature 
and strong support from both theory and scientific 
software packages. Especially, strongest support is 
available for 1D, when the input data are supposed to 
be “function-like” (that is, basically one vertical 
coordinate for any horizontal coordinate). In this case, 
a real valued parameterized functional model can be 
used for fitting. In our case, some simple 
preprocessing steps can make the temporal arcade be 
“function-like” to be able to take advantage o f  the 
strong scientific background.

2.1. Preprocessing
To reach a representation o f the temporal arcade that 
is suitable for nonlinear regression by functional 
models, the original temporal arcade (see Figure 2a) 
has to undergo some simple transformations. Namely:

•  it is rotated by 90 degrees to CW or CCW 
direction (based on, whether it belongs to a left or 
right eye image), see Figure 2b,

•  cut at half o f its height, see Figure 2c.

(a)

Figure 2: Preparing o f  the temporal arcade for  
nonlinear regression: (a) original temporal arcade, 

(h) rotation by 90 degree with cropping tine marked, 
(c) result o f  cropping, (d) the temporal arcade 

considered fo r  non-linear regression.

2.2. Non-linear regression
Several scientific software packages (SPSS, SAS, etc.) 
support the definition of any parameterized models in 
terms of a combination o f basic mathematical 
functions. However, it is very challenging to set up an 
inmitive model that can be expected to fit the shape of 
the temporal arcade. To overcome this difficulty, 
these software packages offer built-in models to 
perform curve fitting. Especially, the DataFit 9.0 
software offers nearly 300 built-in models for this 
aim*. Its range covers (modified) power, (modified) 
exponential, rectangular hyperbola, reciprocal, 
logarithm, geometric, hyperbolic and trigonometries. 
These models have been found useful in scientific, 
statistical and engineering applications. Thus, in our 
investigations we also relied on these types to find 
primary models that can be improved further on. Non­
linear regression has been performed in the open 
source statistical programming language which 
also supports the calculation o f the currently 
recommended error term AIC for regression. Since R 
also has the ability to define custom models, we could 
perform a non-linear regression using nearly 300 
curve models borrowed from DataFit. For an
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impression, see Figure 3 for the best fitting eurve 
model found for a temporal arcade in this way.

Figure 3: Result o f  non-linear regression on a 
temporal arcade. The temporal arcade is depicted in 

gray,while the best fitting three parameters curve 
model is in black.

2.3. Measuring the fitting performance
Following the state-of-the-art statistical 
recommendations, we considered the Akaiké 
Information Criterion (AIC)** to find a ranking o f the 
models considered for fitting. AlC is a measure o f the 
goodness of fit o f an estimated statistical model. The 
fonnál calculation of AlC is given by

AlC = 2 * k-i- n * [log(2 * t í* R ! n)+  1]

where n is the number o f sample points, k  is the 
number o f parameters in the fitted model, and R is the 
residual sum o f squares. That is, smaller AIC value 
indicates better fit. Also note that AIC can be used to 
punish the number o f parameters considered in the 
model. In our experiments, we considered the default 
k = 2 punishment o f the software package R. In 
general, the number o f model parameters should be 
kept low for matching algorithms. As a typical 
example, we can mention the popular Hough 
transformation'^, which can be applied to find the best 
matching o f any analytically known model. However, 
the space and time complexity o f  the Hough 
transformation can be approximated by 0 {d ’) and 
0{d’~'m) respectively, where m is the number of 
points, p  is the number o f parameters and s is the 
number o f samples along one Hough dimension. That 
is, low number o f parameters can be a crucial issue 
regarding computational performance.

3. Finding the best fitting models
In our experiments, we considered manually 
segmented temporal arcades to perfonn the regression 
analysis. Moreover, since in an automatic screening 
system the computational performance is also a 
crucial issue, we focused on curve models with three 
parameters. However, in our comparative results we 
also exhibit some four parameters models to be able to 
see the performance o f the semi-ellipse fitting 
method'*, as well.

3.1. Test data set
To be able to compare the fitting performance o f the 
curve models, we used the publicly available DRIVE 
database'” which consists o f 40 fundus images 
together with their manually segmented vascular 
systems. From the 40 images, there are 35 which are 
macula centered and are suitable for temporal arcade 
detection. All images have the same resolution o f 565 
X 584 pixels. Since the manually segmented vascular 
systems in the DRIVE database contain all the vessels, 
we manually extracted the temporal arcades from 
them. In this way we got a test database containing 35 
manually segmented temporal arcades. Some elements 
o f the database are shown in Figure 4.

Figure 4: Manually selected temporal arcades from 
the data set considered for experimental tests.

3.2. Ranking the fitted models
To be able to obtain an overall ranking o f the 
approximately 300 curve models, we calculated the 
average o f the AIC values o f each o f the models 
measured for the 35 elements o f the data set, and 
ranked them accordingly. Table 1 summarizes the top 
10 models with three parameters (a, b, c). Moreover, 
the four parameters semi-ellipse and third-order 
polynomial models are also included for comparsion. 
As the semi-ellipse model is not included in the 
DataFit software, we modeled it as:
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(< /* (]  - { x - a f l c ^ )  + b f

That is, the ellipse is centered at {a,b) and have 2c for 
its horizontal, and Id  for its vertical diameter.

Models with four parameters
Rank Fitted model Average

AIC

1. Third- order nolvnomial 
a*x^ + b*x~ + c*x + d 33463.875

2. Semi-ellinse
( t f i*( \  - ( x - a f l c - )  + bfi-^ 34226.011

Models with three parameters
3. a*x^ + b*\og(x)^ + c 34390.211
4. a*x~'^+ ()*x'̂ '’’*log(x) + c 34407.671
5. a*x~'  ̂+ h*x^'^ -1- c 34428.254
6. ű*.Y“*log(.r) + b*x!\og{x) + c 34438.833
7. a*x^ + h*x^^ + c 34443.034

8. Parabola 
a*x" + b*x + c 34447.561

9. a*x + /)*,Y^*log(.i) -1- c 34456.069
10. a*x~^ + b*xl\og(x) + c 34485.314
11. a*yC + b*x!\og(x) + c 34490.407
12. ű*x*log(.í) + b*x' + c 34495.301

T able 1: Ranking o f the best fitting curve models with 
three and four parameters.

From the table we can deduct the followings:
• better fitting models with three parameters can be 

found than the parabola,
• the four parameters semi-ellipse has slightly 

better fit than the three parameters models,
• four parameters models can be found easily with 

much better fit than the semi-ellipse.

4. Refíning fitted models
The basic models presented in Table 1 can be further 
improved in a simple way. To do so, let us consider 
the following with three parameters generalized 
model:

a * fix , ttuui, ...) + h*  g(x,V|,V2, ...)  + c.

The idea for refinement is to let the scalar parameters 
u\, U2, ..., and Vi, v'2, ... change slightly. For example, 
if  the original model (best ranked one) is:

„ 3
a  *  X b * log(x)' -I- c, 

then we consider its generalization as:

a *  x“ + b * log(A:)' + c

and try to find a better fitting curve with letting it e 
[2.5, 3.5], and v e [1.5, 2.5], respectively. Intuitively, 
we let the basic models to change a bit to gain better 
fitting performance. The improved versions o f the best 
fitting first six models with three parameters are 
shown in Table 2.

Refined models with three parameters
Rank Fitted model Average

AIC
1. a*.x^'^^+ i*log(.Y)''^’ + c 34369.481
2. ”  -1- b*x^ '^+ c 34369.712
3. a*x^ + b*x^'^ + c 34374.218
4. a*x^ + f t* /  -*log(x) -1- c 34374.462
5. űAv“'^*log(.v)+()*x°*Mog(.Y)+6’ 34394.397

6. Refined oarabola 
a*x~^ + b*x^'^^ + c 34404.796

Table 2: Ranking o f  the best fitting curve models with 
three parameters after refining them.

From the table we can deduct the followings:
• after the proposed refinement better fitting can be 

reached starting from the basic models,
• the rank o f the parabola model remained the same,
• some o f the models changed their rank regarding

Table 1,
• the first four models o f Table 2. can be 

recommended primarily for matching purposes.

5. Conclusion
In this paper, we examined which curve models with 
low number o f parameters can be fitted well to 
temporal arcades in retinal images. As it can be 
checked in Table 1 and 2, we have determined three 
parameters models with better fit on temporal arcades 
than the parabola. Moreover, these three parameters 
model -  especially, after a refinement -  have 
comparable performance to that o f the four parameters 
semi-ellipse. Flowever, from Table 1 we ean see that 
finding well fitting four parameters models is a 
promising approach, since even a simple model 
(polynomial) may improve fitting accuracy in a large 
extent.

Though some improvements have already been 
found by our approach, several issues raise which 
should be further investigated. For example, we could

i

u
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consider vector regression" directly for the 2D 3. 
temporal arcade instead o f originating it to ID. 
However, computational drawbacks might be 
expected if  the coordinate functions o f the temporal 
arcades are investigated separately because o f the 
growing number o f model parameters. A promising 
extension can be to check, whether temporal arcades 
can be organized into clusters to use different models 
for the clusters, if  so. The models found by non-linear 
regression can be directly used in matching scenarios 
(e.g. by Hough transfoimation) or we can compose 
binary templates to be detected based on them. 
Finally, four parameters models could be checked in a 
similar way. However, much less scientific support is 
available currently for this aim.
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Atlas-based abdomen segmentation
A. Kriston, Gy. Bekes, L. Rusko, M. Fidrich

Abstract
This paper presents an anatomical atlas based framework for automatic abdominal 
segmentations. The framework consists o f inter-patient registration, atlas 
construction, automated seed region generation and active contour based 
segmentation. The presented framework was evaluated on a set o f 12 CT exams, 
which shows that it can be used for automated segmentation of abdominal organs: 
mediastinum, liver, spleen, left and right kidney.

1. Introduction

In radiation treatment and surgery planning clinicians 
need to delineate the contour of anatomical structures 
on a large number of 2D slices. There are different 
semi-automatic methods [1][2], which facilitate the 
contouring and decrease the processing time. An 
automatic segmentation method could further decrease 
the processing time and makes it possible to establish 
new clinical work-flow, wherein the algorithms are 
executed in the background (on a server) before the 
user starts to work with the images. The automation of 
contouring also eliminates the problems related to 
inter- and intra-operator variability.

In this paper we focus on the automated segmentation 
of organs in the abdomen and the chest on native CT 
images. In the abdominal region the targeted organs are 
the liver, the kidneys, the spleen and the spinal cord. In 
the chest we segment the left and right lung and the 
mediastinum. Mediastinum is a thoracic area, which 
contains the heart, the vessels (aorta, vena cava, 
pulmonary arteries, and pulmonary veins), lymph 
nodes, the bronchus and the esophagus and it is 
surrounded by the diaphragm, the lung lobes, the spine, 
and the sternum. This area plays a very important role 
in oncology (lung cancer, Hodgkin and Non-Hodgkin 
Lymphoma, etc.).

2. Previous work

CT is the most widespread modality in oncology. We 
have earlier developed semi-automatic methods for 
liver, spleen and kidney segmentation [1], which have 
been successfully used in radiotherapy planning. The 
common feature of these methods is that they require

user initialization (in form of a trace or some seed 
points inside the organ) and all of them is based on 
active surface method [3]. The user-given input is used 
to compute intensity statistics and generate the initial 
deformable surface, which is inflated according to 
organ specific parameters.

Automating the above-mentioned contouring methods 
is challenging because clinical expertise shall be 
incorporated in the algorithm to identify the location of 
the target organs. In case of mediastinum the 
segmentation of the surrounding organs is also 
necessary to detennine the precise contour of the 
region of interest. In order to solve these problems we 
constructed a probability atlas that is used for 
automated initialization of the existing methods as well 
as developing new methods.

3. Detailed description 

3.1. Atlas construction
Our goal was to build a probabilistic atlas that is based 
on several manually segmented CT images. The atlas 
involves a probability map for each organ. These maps 
are placed in a common coordinate system, so the 
relative locations of the organs are also represented.

13 full-body exams were selected for the atlas 
construction and according to the general clinical 
segmentation needs 13 anatomical structures (femur 
heads, bladder, pelvic, liver, left and right kidney, 
spleen, spine, left and right lung, mediastinum, ribs and 
shoulders) were manually contoured on each image.
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Figure 1 The probabilistic atlas. Different colors 
represent different organs.

These scans were registered to a reference image in 
order to build the atlas. The reference image of the 
atlas was chosen by the following steps:
• An automatic algorithm registered all possible 

image pairs
• The results were grouped by moving image (the 

image which is transformed during the 
registration)

• The average overlap of the liver, spleen, kidneys 
and mediastinum was computed in each group

• The moving image belonging to the group with 
highest average overlap was selected as the 
reference

All segmented images were registered to this reference 
and the segmented structures were added to the atlas.

3.2. Registration
Our registration method consists o f 2 main steps. The 
first step is whole-body registration based on the 
skeleton of the patients, which is done in the following 
way:
• Pre-processing steps remove the heads, arms, high 

intensity artifacts and contrast agents from the two 
whole-body input CTs if necessary.

• Bone profiles are calculated for both CTs: for each 
slice along the z-axis the sum of the distance of 
bone voxels from the center of the slice is 
computed.

• An initial scaling and translation belonging to the 
z-axis is computed by registering the profile of the 
moving image to the profile of the fixed image.

The second step focuses on a selected body-part. In this 
case, an abdominal region is automatically determined 
and clipped from the reference image and based on the 
scaling and translation results o f the first step, the 
corresponding region is clipped from the fixed image.

horizontal axis represents slice number, and vertical 
axis represents the value of bone profile. P and S 
denote the top of the pelvis and the shoulder area, 
respectively.

Performing a 3D similarity registration is very time- 
consuming, therefore we apply a faster approach. Our 
algorithm generates 2D raysum projections (axial and 
coronal) from the clipped regions, which are used to 
perform 2 separate anisotropic similarity 
transformation based 2D registrations. The axial 
projections are used to calculate the translation and 
scaling in x-y direction, and the registration of the 
coronal projections results the z translation and scaling. 
The values of the 3D transform matrix are defined by 
the corresponding values of the 2D transformation 
matrices.

Figure 3 Axial and coronal raysum projections.

3.3. Segmentation
3.3.1. Automating existing methods
The automatic segmentation starts with a registration, 
where the reference patient of the atlas is registered to 
the currently examined patient using the registration 
method described in the previous section. The resulted 
transformation is applied to the atlas.
In order to automate a semi-automatic method, a 
connected volume (initial region) is determined within 
the organ. To determine this region, we generate a 
volume from voxels, which fulfill the following two 
criteria:
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a) the probability value in the atlas exceeds a 
predefined probability, and

b) the intensity on the CT image is in a 
predefined range.

To prevent the appearance of bone voxels (e.g. ribs) in 
the vicinity of this volume (requirement of the organ 
segmentation), voxels having high intensity (>150 HU) 
neighbors in the CT image are removed (the radius of 
the neighborhood is 10mm). The resulted volume may 
be fragmented, that is why only the largest connected 
volume is used as initial region.
The segmentation methods were modified to generate 
their initial deformable surface from this region. 
Originally, the algorithms calculated the statistics 
(modus, average, scatter, inflation force) from the 
environment of the user defined input curve and the 
initial surface was constructed from icosahedrons along 
the curve. After the modification, the methods compute 
statistics form the initial region and generate the initial 
surface from that.

Figure 4 Generated seed regions

3.3.2. Mediastinum segmentation
Besides the automation of existing methods a new 
method was also developed for automatic mediastinum 
segmentation. This anatomical area involves many 
organs and is surrounded by abdominal and thoracic 
organs: liver, spleen, spine, ribs and lung lobes. The 
method ineorporates the results of the automatic 
segmentations (liver, spleen, lung) to generate the 
spatial boundaries of this area, which is followed by 
the precise segmentation of the mediastinum.

The top and bottom boundaries of the area are 
determined by the spleen and the lungs. Bone 
structures are detected by intensity and probability 
values. Thereafter the consecutive ribs are connected 
with straight lines on the axial slices, which is followed 
by a convex hull algorithm to close the mediastinum 
area in the direction of x and y axes. Finally, the 
automatically segmented organs (lungs, liver and 
spleen) are removed from this region.
In order to determine the precise contour of the 
mediastinum a 3D region growing is started from the 
weight center of the voxels, where the probability of 
the mediastinum region is greater than 90%. If this 
point belongs to another organ (because one of the 
segmented organs is over-segmented into the 
mediastinum) the result o f the automatic segmentation 
is correeted in the following way. Each voxel is erased 
from the organ, wherein the probability of the 
mediastinum is higher than the probability of the given 
organ.

4. Results

By now, three semi-automatic methods (liver, spleen 
and the kidneys) were automated, and a new method 
for mediastinum segmentation was developed. The 
lung segmentation was originally automated, so we 
eould use it without modification.

Figure 5 Results of the automatic segmentations for a 
typical patient’s data. The image shows the 
mediastinum (blue), the liver (green), the spleen (red) 
and the two kidneys (yellow and purple).
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To measure the robustness o f the atlas registration, 
seed regions were generated for liver, spleen and 
kidneys in 24 whole-body CT scans. 96% of the seed 
regions for the liver and spleen, and 88% of the seed 
regions for the kidneys were correct for segmentation 
initialization (Table 1). The most difficult problem was 
the automation of the kidney segmentation due to the 
high inter-patient variability of its location and size.
To compare the accuracy o f the semi-automatic and the 
automated methods, the overlap between the real and 
the generated contour was measured for 12 test cases 
using both the semi-automatic and the automatic 
methods. As seen in Table 2. the difference between 
the results of the semi-automatic and automated 
methods is not signifieant. The liver and spleen 
automation produced better results, but the results of 
automated kidney segmentation show decrease in 
accuracy.
The mediastinum area consists o f different organs, that 
is why it is hard to determine the correct boundary. 
Despite of this difficulty, the automatic mediastinum 
segmentation produced good results, average 87% true 
positive and 7% false positive volume fractions.

Correct seed 
regions

Left Kidney 88%
Right Kidney 88%
Spleen 96%
Liver 96%

1 Successfully generated seed n

AOverlap
Left Kidney -5,95%
Right Kidney -3,86%
Spleen 1,11%
Liver 3,26%
2 Difference between theTable 2 Uitterence between the average 

overlap of the 12 automatic and semi-automatic 
tests

knowledge allows fast and accurate automatic organ 
segmentation, which is able to run in the background, 
saving significant time for the clinicians. However, 
there are some points where this framework can be 
improved (e.g. more accurate registration; using the 
atlas during the segmentation not only for 
initialization). This framework was tested for native 
CT scans, but in the future it can be applied to other 
modalities (MR).
As major benefits o f automation, the eliminated 
operator-dependency and the improved repeatability 
are the greatest achievements, furthermore the 
precision of the segmentation methods was preserved.
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5. Conclusion

The primary goal of the project was to automate the 
existing semi-automatic methods without sacrificing 
the segmentation quality.
We developed an automatic segmentation framework 
based on probabilistic atlas. This framework showed 
great potential in automation of existing semi­
automatic methods and it can be the basis of 
developing new methods. The built-in clinical
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Semi-automatic framework 
for anatomical liver segment separation

T. Ungi, A. Kriston, T. Blaskovics, M. Fidrich

Abstract
This paper presents an automatic framework for portal vein segmentation and liver segment 
separation. The frameworks consists of hepatic vessel segmentation, portal and hepatic 
vein separation, automated labeling of main vein branches and anatomical segment 
separation modules. Various methods are presented and discussed for the different 
modules. The preliminary evaluation involving some representative cases shows the 
functionality of the proposed framework.

1 Introduction
The liver can be divided into 8 functionally 
independent segments. For liver surgical planning, 
structure and morphology of the hepatic vessels are of 
major interest.' The clinical applications of the 
separation of liver segments are;̂
• Liver transplants, when a healthy donor gives a 

part of his or her liver to another person. Volume 
of the resected part has to be determined to predict 
postoperative liver function. The resection is best 
to be made respecting liver segment boundaries.

• Oncologic resection, and its extent of resection 
depend on the location o f tumors and the spatial 
relations between tumors, hepatic vessels and 
segments.

In the center of each segment there is a branch of the 
portal vein, hepatic artery and bile duct. In the 
periphery of each segment there is vascular outflow 
through the hepatic veins.
Right hepatic vein divides the right lobe into anterior 
and posterior segments.
Middle hepatic vein divides the liver into right and left 
lobes (or right and left hemiliver). This plane runs from 
the inferior vena cava to the gallbladder fossa. Left 
hepatic vein divides the left lobe into a medial and 
lateral part. Portal vein divides the liver into upper and 
lower segments. The left and right portal veins branch 
superiorly and inferiorly to project into the center of 
each segment.'

Branching of the portal vein respects liver segment 
boundaries. The 8 greatest branches represent the 8 
funetional segments of the liver. Conventional main 
portal branching is present in about 65% of the 
patients."*

normal (-65%) trifurcation (-9% ) RP first (-23%) separate VI (-2%)

Figure 1. Main variations of the portal vein branching '

Branching of the left liver lobe (segments II-IV) 
reliably follows a standard pattern, while the right liver 
lobe has significant variations.®

Borders of the liver segments are not visible on any 
imaging modality, so ground truth ean only be obtained 
from cadavers. Corrosion casts arc prepared by filling 
the portal vein with a liquid plastic that becomes solid 
by cooling. The liver is than removed from the solid 
plastic that leaves the detailed branching system of the 
portal vein.

Figure 2. A portal corrosion cast'
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Previous Work

which was followed by our earlier work ^

2.1 Vessel segmentation
Intensity based region growing from seed points can 
segment portal veins until the third branching level. 
The problems with this simple method are

1) oversegmentation in the hepatic vein,
2) undersegmentation in case of smaller branches. 

Undersegmentation can be reduced by a hybrid method 
of combining morphological closing, distance analysis 
and thresholding.*

A Hessian eigenvalue based line filtering could greatly 
enhance the accuracy of vessel segmentation.* 
Reducing the region of enhancement to the region of 
segmented liver could reduce computation time under 
an acceptable limit.
Branching points do not have a characteristic tubular 
shape, therefore region growing on a vesselness 
enhanced image can stop at branching points. These 
points can be detected by comer detection methods, 
and handles separately to connect close vessel areas.

O v e r la p  w ith  

G ro u n d  T ru th

A  1 B C

79 %  1 90 % 93.4 %

Figure 4. Impact of vessel segmentation accuracy (A: 
only the main branches, B: with secondary branches, 
C; third branching level) ^
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2.2 Impact of vessel segmentation
Portal vein segmentation is the input of segment 
separation. The accuracy of portal vessel segmentation 
has a high impact on the accuracy of segment 
separation.
If the vessel segmentation method can only detect the 8 
main portal branches, we can expect a 25% volumetric 
error in the segment separation results, which is 
unacceptable. At least the secondary branches should 
be accurately segmented to reduce the error under 10%.

2.3 Portal vein tree separation
Usually two different vessel systems of the liver are 
enhanced with contrast during the scan, which results 
in an oversegmentation of the portal system into the 
hepatic vein system.
Leakage of the segmented portal region into the hepatic 
vein can be characterized with creation of loops in the 
topology of the region (note that loops can occur also 
between portal branches), increase in thiekness of the 
branches in the blood flow direction and obtuse angles 
in branch junctions.*
Identification of these features enables us to 
automatically remove nearly all non portal vessel 
segments.
An other method, reported to work automatically in 
most of the cases ‘ has several parameters, some of 
which has to be adjusted manually. The tree separation 
works on graph representation of the vessels (output of 
skeletonization), because it enables an easier access to 
the geometry of branches and structural information.

2.4 Skeleton to graph conversion
Palagyi et al. successfully determined the topological 
graphs of airway skeletons." He used the breadth-first 
search algorithm to go over the determined skeletal 
branching points. This method constructs a graph of 
tree topology for all skeletons. However, liver vessels 
contain circles, even after an accurate segmentation, 
due to the coexistance of more vessel trees, and the 
partial volume effect. The breadth-first search should 
be modified for our purpose.

2.5 Subtree selection
Selle et al. identifies the 8 most voluminous subtrees in 
the segmented portal system. Thus, their system will 
not be able to correctly label a patient’s portal vein 
after a segmentectomy, or a patient’s portal vein with 
some topological exception.
Soler et al. use a similar method, but classification of 
portal branches is guided by a manually segmented 
liver registered to the actual case. Two portal sub­
branches are merged only if they fall into the same
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label on Ihe registered template. This method is more 
reasonable and advaneed than the previous.

2.6 Conclusions of literature review
Developments of accurate and robust vesselaccurate
segmentation and liver segmentation methods are 
prerequisites for liver segment separation.
Evaluation of new methods with corrosion casts, or 
during liver transplantation surgery is expensive. It is 
reasonable to use methods published by others that are 
already tested and evaluated.

3 Our proposal in detail 

3.1 Overview

Figure 5. Workflow of our method

As inputs, a portal phase contrast enhanced CT and a 
segmented liver volume are needed. The segmentation 
can be done automatically or manually, depends on the 
available resources.
Vessel segmentation classifies the input volume into 
vessel and background volumes. Then separates the 
portal vein system from the segmented vessels. 
Branches classification labels portal vein branches as 
they belong to different anatomical segments, this can 
be classified manually, or automatically. The 
possibility of manual editing after an automatic 
classification is still recommended.
Parenchyma classification labels the whole liver 
volume by mapping each volume element to an 
identified segmental branch of the portal vein tree.

3.2 Detailed design
3.2.1 Determine parenchyma intensity
Automatic liver parenchyma intensity assessment is 
based on the anatomical feature, that the liver is the 
only organ that is on the right side of the abdomen. 
Therefore, the intensity histogram of the right image 
side exceeds the histogram of the left image side only 
at liver parenchyma intensities.

Z O riginal / Left ~J .  H latoorani |  Left ~7
image /  | y  region /  ^  Geoefator J /  histogram  /  \

Ü
Histogram
Generator

Left
histogram  .

Extract Subtraction,
ImageFiltor peak extraction Q.I R ight ~J  ̂ H istogram  1 , /  R iph l ~7 1 /P aronchym al /

/  region f  ^ Generator ) /  h istogram  /  /  In tensity /
Right

h istogram  a
/P arenchym al

Intensity

Figure 6. Parenchyma intensity determination

This method gives the true intensity of liver 
parenchyma on 100% of our test images automatically. 
The continuous nature of the histogram enables the 
resulting subtracted histogram to be rescaled between 
values 0.0 and 1.0. The rescaled histogram can be used 
as an intensity transfer function that maps the original 
image to a probability map of belonging to liver 
parenchyma. This is illustrated in the figure below.

Figure 7. Original CT image slice on the left, 
parenchyma weighted image in the center, weighted by 
the intensity transfer function on the right.

3.2.2 Determine vessel intensity
Vessel intensity window determination is a more 
difficult task, and can be approached by several 
methods.
Manual selection o f regions in the parenchyma and 
root area of portal tree, in Gaussian filtered (o=2.0 
mm) images results in the following training data.

Figure 8. Correlation of liver parenchyma intensity 
and portal vein root area intensity.
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Linear regression leads to the following empirical 
fomiula:

VesselCenter = ParenchymaCenter * 1.53 + 22.2

Where ParenchymaCenter is the peak of parenchyma 
histogram, VesselCenter is the estimated peak intensity 
of the vessel histogram.
It has to be noted that the intensity of smaller vessel 
branches are much closer to parenchyma intensity than 
the root area of vessels.

Based on inspection of test image data, 2.5% of the 
segmented liver volume belongs to vessels. This 
hypothesis implies that the 97.5 percentile of the 
histogram of the image covered by segmented liver 
mask gives a lower threshold for vessels.
This method works well in about half of the test data, 
but gives too high threshold in case of dilated hepatic 
veins, and in case of hyperdense tumors in the liver.

3.2.3 Find vessel seed point
Hyperdense tumors may have elongated shapes. 
Therefore, neither maximal intensity point, nor a line- 
sensitive shape filter can mark a good seed point for 
vessels in the liver. An iterative search method is used 
as shown in the figure below.

Figure 9. Flowchart of vessel seed point detection.

To create a vessel seed point map and later to enhance 
the input image, we used the Hessian matrix that 
describes the local curvature of a function of many 
variables. If the real-valued function is the following:

f(Xi,X2,...,X„)

and if all second partial derivatives of f  exist, then the 
Hessian matrix of f is  the matrix:

H(f)ii(x) = DPjf(x)

where X = (Xi,X2,...,Xn) and D, is the differentiation 
operator with respect to the i* argument.
The secdness map is created by 
HessianSDToVesselness filter of ITK with 8mm sigma.

Region grow is performed with a lower threshold that 
is the average of parenchymal intensity, and portal root 
intensity (by linear regression model). Segmentation is 
iterated until the segmented volume reaches at least 2% 
of the liver volume.

3.2.4 Vesselness enhancement
A line filter provides a vesselness measure for tubular 
objects from the Hessian matrix of image points. 
Merging vesselness values and the original image is 
currently performed by adding vesselness values to the 
original image intensity.

Figure 10. Hessian eigenvalue based vesselness 
enhancement (right side), improved the result o f simple 
region growing (left side).

3.2.5 Vessel intensity threshold refinement
Selle et al. suggested an optimal threshold 
determination method for vessel segmentation. The 
segmented volume increases as the threshold decreases. 
The increase slope changes when the optimal threshold 
is passed, because many voxels belonging to the liver 
tissue are collected. This is shown on the following 
diagrams.

Threshold rate

Figure 11. Segmented vessel volume as a function of 
threshold value. Thresholds are chosen between liver 
parenchyma intensity and estimated portal vein root 
intensity.

Threshold rate o f slope change is determined by an 
empirical rule: the intersection of lines determined by 
points at threshold rates 0.2, 0.3 and 0.5, 0.6.

3.2.6 Skeletonization
We prepare a skeleton of the segmented vessels, and 
label all skeletal points with its distance from the 
surface of segmented vessels. Cavities in the 
segmented vessels cause awkward structures in the
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skeleton, not compatible with a tree topology, therefore 
they have to be filled before the thinning algorithm is 
applied.
A decision tree based skeletonization method is used.'^ 
The algorithm uses 26-neighborhood connectivity for 
the object and 6-neighborhood connectivity for the 
background and guarantees unchanged connectedness 
of the objects as well as not to create holes or cavities 
in the object.

Figure 12. Surface segmented vessels (left), its 
skeleton (middle) represented by small yellow spheres, 
and distance labeled skeleton (right).

3.2.7 Skeleton to graph conversion
Portal vein root in the skeleton is found as the point 
with maximal thickness, and vertical (Z) coordinate is 
lower than that of the liver volume mass center, has 
exactly 2 neighboring skeletal points, one o f the 
neighboring points, as a root, have branches that all 
lead to the liver volume.
Although skeleton to graph conversion has an own 
literature, we use a simple algorithm to classify 
skeleton points into branches (edges) o f the graph. 
Points with 2 neighbors are stored by edges that they 
belong to, all other points arc converted to one, and 
only one, vertex.
Requirements for the skeleton to graph conversion:
• The output graph should be directed.
• An edge with two branch points should always 

point from a thicker edge to a thinner one.

3.2.8 Segments atlas registration
An automatic way of assigning segment labels to portal 
vessels is to register an already labeled volume (atlas) 
to the actual volume, and copy the segment information 
from the atlas to the label map of the actual image.

3.2.9 Labeling of liver volume
Having the portal vein structure labeled with 8 segment 
labels, the whole segmented liver volume should be 
labeled with the 8 segment labels.
Fast marching algorithm is started from seed points 
being the manually labeled vessel points. Our modified 
fast marching algorithm iterates through every voxel of 
the image volume with constant speed, and labels every 
voxel with the nearest segment label. This way, the 
liver voxels and closest vessel voxels will have the 
same label.

4 Results
The proposed framework was implemented using the 
free MITK software environment. The prototype 
allows running the proposed functionalities in a 
sequence. After each step the results can be visualized 
in 2D and 3D views and the user can make manual 
correction before starting the subsequent module.
This work is currently in research prototype state thus 
only limited and early evaluation is available. The most 
important criteria for portal vein segmentation that the 
result must contain at least the secondary branches to 
reduce the volumetric error o f segment separation 
under 10%.
Tested on 20 (healthy 4, tumors 16) contrast-enhanced 
CTs with manual liver contour. Automatic portal vein 
segmentation fulfills the criteria in 30% of the cases, 
with manual portal vein seed correction the result is 
55%. The figures below illustrate a case where the 
algorithm finds the seed point of the portal vein, 
segments at least third level branches and automatically 
labels the segments.

Figure 13. Segmented liver and the portal vein 
(automatically segmented and labeled)

Figure 14. Individual liver segments
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Missing of main portal vein branches is a significant 
issue, which can be caused by
• vasoconstriction or partial volume artifact, where 

the algorithm misclassifies the following vessel 
segment as a part of the hepatic vessel

• incorrect portal root, where the algorithm 
mistakenly identifies the portal root after the first 
branching point

The main direction should be the improvement of the 
accuracy of the portal vein segmentation. The figure 
below illustrates the most common problems found 
through the testing. In the left picture a main portal 
branch is missing (dark gray) from the segmentation 
(white). On the right picture a part of the hepatic vein 
is misclassified as portal vein.

Figure 15. Common problems: missing portal branch 
(left) hepatic vessel included (right)

Conclusion and future directions
In this article we presented an automatic framework for 
portal vein segmentation and anatomical segment 
separation. It can segment the vessel structure of the 
liver, detect the root of the portal vein, separate the 
hepatic and portal structure, use an atlas for labeling 
branches and calculate the liver segments.
Preliminary results show the method is promising, but 
evidently, future work on the methods and extensive 
medical validation are needed. It is important to note, 
that the result o f the different modules require manual 
correction in most of the cases, so future work shall 
also focus on the robustness of the algorithms and the 
elimination o f user interactions.
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Abstract
Medical image processing always had the problem o f implementing experimental algorithms in a manner 
suitable for day-to-day use. Required computation time always was and is a major constraint preventing the 
application o f many promising algorithms. The emergence o f today's GPUs capable o f general purpose 
computing heralds a new age in the application o f computing-intensive algorithms in daily use. This paper 
demonstrates the capability o f these GPUs in decreasing the computing time o f current medical image 
processing algorithms to acceptable levels. A bleeding detection algorithm for wireless capsule endoscopy 
images is used for demonstration purposes, as this is one o f the fields where automation is inescapable due to 
the sheer number o f images to be examined. The implementation o f the algorithm in DirectX 9 and 10 brought 
expected, but still astonishing results: computation time decreased by nearly an order o f magnitude.

Categories and Subject Descriptors (according to ACM CCS): 1.4.6 [Image Processing and Computer Vision]: 
Pixel Classification

1. Introduction
Graphics processors (GPUs) are emerging as powerful 
computational co-processors for general purpose
computations. The demands of graphics as well as non­
graphics applications have driven GPUs to be today’s most 
powerful computational hardware for the dollar '.

Since GPUs are specialized for computation-intensive 
highly-parallel applications (e.g. graphics rendering), 
unlike CPUs, GPUs devote more transistors to data 
processing rather than data caching and flow control. 
Current GPUs are capable of about ten times as many 
GFLOPS  ̂ as current CPUs. GPU computational power 
doubles every ten months (surpassing the Moore’s Law for 
traditional microprocessors) whereas CPU computational 
power doubles every seventeen months.

One of the main problems in medical image processing 
is the time constraint. It is simply not suitable to employ 
algorithms requiring an excessive amount of computing 
time, their superiority notwithstanding. Other fields pose a

Giga Floating Point Operations Per Second

challenge with the sheer number of piemres to be 
examined, quickly rocketing computing times to 
unacceptable levels. This is especially apparent in the case 
of wireless capsule endoscopy (WCE). A typical WCE 
examination result consists of between 45-50 thousand 
images, each having to be examined. The enormous 
number of images requires automation, as physician time is 
very expensive and with the number of images to be 
examined fatigue is a significant issue, compromising 
diagnosis reliability.

A supreme example for the prevailing problems is 
automated bleeding detection in WCE images. On one 
hand all possible bleedings have to be identified, as the 
purpose is to reduce the workload of the diagnosing 
physician and “discarded” images (i.e. images marked as 
non-bleeding) will not be examined further. Falsely 
discarded images containing bleeding can lead to disaster, 
as they may even result in patient fatality. As permitting 
such a scenario is unacceptable, every effort must be taken 
to prevent it. Ideally this requires 100% reliability 
regarding negative results and results in relatively minor
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importance o f the lowest possible number o f false positive 
identifications. Low number o f these is still a priority but 
far less important than absolute certainty in non-bleeding 
classification. False positives, while to be avoided, are not 
harmful in small numbers. However, care must be taken, as 
a large number o f false positives defeats the whole purpose 
o f the algorithm. In practice the absolute requirements for 
non-bleeding classification may be relaxed a little without 
compromising effectiveness and reliability. As the same 
bleeding is usually visible in multiple WCE images due to 
the relatively high frequency o f imaging (multiple pictures 
per second, the exact number dependent on the type o f  
capsule) relative to the movement speed o f  the capsule in 
the bowel, it is sufficient to identify a single picture o f such 
a groups as positive bleeding. The diagnosing physician 
will o f course examine the images adjacent to the one 
identified as bleeding to explore the bleeding site and its 
surroundings. The overall goal is to indicate all bleeding 
sites, with the smallest possible number o f false bleeding 
classifications. The first is necessary for safe and 
responsible application, while the second reduces the 
workload o f physicians further and is also desirable to 
inspire “trust” in the procedure so that even very small 
bleedings and/or lesions can be identified and measures can 
be taken before they become a “big” issue.

2. The Implemented Algorithm

Multiple approaches have been tried in bleeding detection. 
Just to name a few, Kodogiannis and Lygouras  ̂ proposed 
an integrated decision-support system. Their approach 
identifies texture features in the texture spectrum in 
chromatic and achromatic regions on a selected area from 
the histogram o f the colour components with a complex 
neural network. Bourbakis '* advocated the use of 
synergistically integrated image processing, - analysing and 
identifying procedures to detect anomalies. Coimbra and 
Cunha investigated the feasibility o f MPEG-7 visual 
descriptors regarding automated image interpretation.

The example used in this paper is the algorithm proposed 
by Lau and Correia which is very attractive both in 
detection rate and the number o f false positives (if the 
parameters are suitably chosen).

The only negative aspect is the required computing time. 
(Their algorithm works in HSV space, requiring a 
conversion from RGB to HSV representation for every 
image regrettably increasing computing time considerably.) 
Further o f note is that the algorithm uses per pixel criteria 
to detect the presence o f bleeding, so GPU computing 
promises a considerable decrease in computing time.

Figure 1: Source image

The original algorithm utilises a preliminary qualifying 
function to reduce the number o f images that have to be 
examined on a per-pixel basis. This function divides the 
image into 16 blocks and examines the average pixel 
intensity in each. This function while capable o f speeding 
up computation on CPUs would necessitate either doing 
this computation on CPU, or for every image to be run 
twice trough the graphics pipeline. This is not acceptable 
and on average only increases required computation time if  
GPU processing is implemented, thus we decided to omit 
this function. The main qualifying function examines the 
Saturation and/or Intensity values o f  each pixel in relation 
to the average intensity o f the image to decide if  it 
corresponds to bleeding. The image itself is qualified as 
bleeding if  the number o f bleeding pixels surpasses a 
threshold value.

To summarize: Two per-pixel operations have to be 
performed on each image; conversion from RGB to HSV 
representation, and bleeding detection. We further need to 
compute the average pixel intensity for each image. The 
per-pixel operations can be massively parallelised in the 
graphic pipeline.

An important fact is that the PillCam system forming the 
basis o f our research stores the images in an avi container 
as jpeg images. Using traditional means, these had to be 
decompressed using the Independent JPEG Group’s libjpeg 
library requiring further processing time. Contrary, using 
GPU processing an image can be loaded into a texture 
while generating its m ip m a p T h e  mipmap is generated 
using box filtering. Box filtering is used to calculate the 
new pixel values when decreasing resolution by a factor o f 
two. The resulting pixel is values are calculated by 
averaging the original pixel and its “east”, “south” and 
“southeast” neighbours (Figure 2). This causes the lowest 
mipmap level to be the exact average o f all pixels o f the 
image. The algorithm requires the computation o f the 
average pixel intensity for every image so we can take 
massive advantage o f the built in functionality:
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Automatically generating mipmaps at texture creation time 
takes advantage o f hardware filtering because the mipmap 
resides in video memory. This further speeds up the 
algorithm.

Figure 2: Mipmap levels 3, 4, 5 and 6 
(the original image is level 0)

At this point we have the picture (Figure 1) and its full 
mipmap* (Figure 2) in video memory as a texture, its 
lowest level representing the average values for the image. 
An object to apply the texture to is also needed, a simple 
rectangle is sufficient for our purposes.

It is imperative to render to a texture and to avoid 
rendering anything onto the main display, as this would 
limit execution speed considerably. After ensuring this, the 
whole bleeding detection can be done in a single pass using 
vertex and pixel shaders 3.0 (DirectX 9 implementation) or 
4.0 (DirectX 10 implementation) utilising the effect 
interface. Using lower version shaders is not possible due 
to the limited number o f instructions allowed in early 
shader models.

The vertex shader is used to access the lowest mipmap 
level o f the texture, extracting the average o f the RGB 
values o f the image and to facilitate the conversion from 
RGB to HSV to gain the average pixel intensity, which in 
turn is then passed on to the pixel shader. The algorithm 
however does not utilise the FI value (Hue). A further 
speed-up was gained by simply omitting the computation 
o f the Hue. As a rectangle has 4 vertices the conversion of 
the average is done 4 times. It is supremely important to do

A mipmap is considered full, or complete, if the dimension of 
the lowest image of the collection is 1x1 pixel and all previous 
maps are present

the RGB-HSV conversion o f the average in the vertex 
shader, as otherwise this calculation would be done for 
every pixel (256x256 times). This waste o f processing 
time can not be tolerated.

The data is then passed onto the pixel shader in the 
graphics pipeline. The average value is passed on as an 
additional COLOR attribute, represented in HSV space. 
The RGB-HSV conversion is applied to every pixel before 
the bleeding detection function is run. Aforementioned 
function simply realises the main qualifying function as 
proposed by Lau and Correia. The pixel shader then passes 
on the color “white” for the pixel if  it is found to be 
bleeding, and “blaek” if not (Figure 3).

Figure 3: Bleedings map

The result o f this rendering step is a texture containing a 
map o f bleeding pixels. The number o f these is needed to 
decide if  the image is to be classified as bleeding. There are 
two possibilities at this point;

Counting the white pixels in the image using the CPU 
may be relatively easy to realise, however it is not very 
efficient to put it mildly.

The other option is to apply the same technique used 
earlier to this texture. There are 3 possibilities; First is 
generating a mipmap o f the result using automatic mipmap 
generation. The second achieves the same end result using 
the IDirect3DDevice9;;StretchRect command successively 
with D3DTEXF_LINEAR as filter-option to ensure 
suitable filtering, decreasing resolution by half until 1x1 
pixel resolution is reached. This function however is NOT 
available in DirectX 10, instead a separate shader doing 
this exact computation has to be realised. These 3 are 
equivalent solutions, as automatic mipmap generation 
simply packages the process into a single command for 
convenience’s sake.

Whichever method used, the end result is a 1x1 pixel 
surface which contains the average value of the result, 
which in turn is proportional to the number o f bleeding
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pixels. These can be obtained if  required by multiplying the 
aforementioned with the number o f pixels in an image. It is 
supremely important to note at this point, that extreme care 
has to be taken when accessing the results. Accessing these 
surfaces in DirectX 10 requires mapping them to be 
accessible to the CPU. Accessing this mapped result in an 
unsuitable manner will massively slow down the 
processing. If access is prematurely the command will wait 
for the result to become available after the rendering is 
finished, thus causing a pipeline stall in the GPU, as no 
new commands will be fetched to the command buffer in 
the meantime. To prevent this it is recommended to copy 
the result to a staging resource and wait at least 2 frames 
before attempting access. Fortunately this is simply 
achieved by implementing a small circular buffer.

3. Results

The relevant specifications o f  the computer used for the 
benchmarking o f the algorithm are as follows: AMD 
Turion64 X2 Mobile TL-50 1.6 GHz CPU, and 1024MB 
RAM.

The modified algorithm adapted for GPU processing was 
tested on a different PC. Specifications o f the new system: 
Intel Core Duo E7300 2.66 GHz CPU, 2048 RAM and 
NVIDIA GeForce 9800GT graphics card.

As the CPU involvement or RAM usage in GPU 
processing is negligible the comparison is still viable.

Our test verified a considerable decrease in computing 
time (Table 1), to the point where everyday application is 
feasible. The superiority o f  the DirectX 10 implementation 
is evident, however even the DirectX 9 implementation still 
offers a considerable decrease in processing time. DirectX 
10 implementation offers a processing speed o f  around 204 
FPSf

4. Conclusions

This paper demonstrates the capability o f GPU processing 
to massively reduce computation time o f medical image 
processing algorithms to a fraction o f their former value. 
The example o f bleeding detection in wireless capsule 
endoscopy images was used, as this is a particularly 
computation intensive task due to the sheer number o f  
images involved. Different bleeding detection algorithms 
were introduced and the one chosen for the demonstration 
was presented in some detail. During the presentation 
several issues and points o f particular influence on the end 
result o f the GPU implementation contrary to a traditional 
CPU implementation were pointed o u t.

Exam # 1 2 3 4
Images 57547 56761 53326 59764

CPU time 2697 s 2601 s 2485 s 2742 s
DX9

GPU time 357 s 335 s 325 s 377 s

DX9 CPU/ 
GPU 7.5546 7.7642 7.6462 7.2732

DXIO 
GPU time 265 s 255 s 260 s 293 s

DXIO
CPU/GPU 10.17 10.20 9.55 9.3584

Frames Per Second

Table 1: Test results

GPU computing offers a viable possibility to introduce 
algorithms into everyday medical practice heretofore 
unsuitable regarding computing time, while also opening 
up a whole new level in patient comfort. Due to increased 
computation capacity and reduced computation time it is 
possible for the diagnosis to be finished in minutes. The 
patient will merely be asked to wait a few minutes outside 
for the diagnosis to be finished. This elevates patient 
comfort hugely on multiple levels. No longer need the 
patient be sent back home to anxiously wait for the result 
of the examination, reducing stress. Also no additional 
travel arrangements have to be made for patients from 
remote regions just to receive the results.
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Abstract
This paper presents a fully 3D reconstruction algorithm for Positron Emission Tomography (PET) running on the 
Graphics Processing Unit(GPU). Using the electron density reconstructed by an additional Computer Tomograph, 
single and multiple scattering effects are also estimated and compemsated. We propose gathering type forward- 
and back-projection steps executed by the GPU with no GPU-CPU communication. The error analysis leads us to 
the conclusion that forward-projection should be computed with similar number of samples on all detector pairs. 
With these advancements, over 256^ resolution voxel arrays can be reconstructed in a few minutes.

1. Introduction 2.82 ■ 10~ '‘̂ [m] is the classical electron radius. The Klein- 
Nishina formula defines the product of the scattering cross 
section and the conditional probability density of the scat­
tering direction. The scattering cross section can be obtained 
as the directional integral of the Klein-Nishina formula over 
the whole directional sphere:

In positron emission tomography (PET) we need to find the 
spatial intensity distribution of positron-electron annihila­
tions. During an annihilation event, two oppositely directed 
.M 1 keV photons are produced -. During measurement we 
collect the number of simultaneous photon incidents in de­
tector pairs, also called Lines Of Responses or LORs. Be­
fore being detected in the detectors, photons might scatter, 
get absorbed due to the photoelectric effect, or produce new 
photon pairs, but in our energy range and for living organs 
only .scattering is relevant. The probability of scattering in 
unit distance is the scattering cross section o . When scatter­
ing happens, there is a unique correspondence between the 
relative scattered energy and the cosine of the scattering an­
gle, as defined by the Compton formula :

c(v,£o) =  j d a(v ,co se ,£ o )^ ^ _  r:
d® ( 1)

a

where £2 is the directional sphere and o® is the normalized 
scattering cross section:

0°(Eo) =  Je +  sin^ 9d® = 2n 2■e‘ sin 9dcos6.

1
1 f  £ o ( l  — COS9 )  ’

where £ -  E]/E q expresses the ratio of the scattered energy 
El and the incident energy Eq, and £q =  £o/("tfC") is the 
incident photon energy relative to the energy of the electron.

The differential of the scattering cross section, i.e. the 
probability density that the photon is scattered from direc­
tion tó' into differential solid angle dm in direction m, is 
given by the Klein-Nishina formula

do(v,cos9,£o)

The ratio of the Klein-Nishina formula and the scattering 
cross section is the phase function, which defines the proba­
bility density of the reflection direction, provided that reflec­
tion happens:

„ , „ , d o ,  £ -f £  ̂ -  £ - sin^ 9
p „ (c o s e .£ „ )  =  - / < , . ------ ----------------,

riC (f)
dm (e 3

£  -  £ sin^9),

where cos9 m- m', C(f’) is the electron den.sity, and ;> =

In a PET combined with a Computer Tomograph (CT), 
two measurements on different energy levels are made. First, 
the CT calculates the total extinction of the gamma photons 
along the LORs, from which electron density C(v) is recon­
structed. Then, the PET reconstruction can take advantage 
of this information to improve its accuracy.
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2. PET reconstruction problem

The inputs of the reconstruction algorithm are the measured 
responses of detector pairs, called LORs: {y \,y i, ■ ■ -tyNios)- 
Additionally, we also know the electron density C(v) in the 
volume, which is measured by the CT equipment.

The required output of the rcconstmction method is the 
emission density function ,x(v) that describes the number of 
photon pairs (i.e. the annihilation events) bom in a unit vol­
ume around point v. To represent the unknown function with 
linite data, it is approximated in in finite element form:

Rmxrl
x {v )=  Y ,x v b v {v ) ,

V - \

where are the unknown coefficients and 
bv(v) (V — l,...,Afvavw) are pre-defined basis functions. 
For example, if bv{v) is constant and equal to the recip­
rocal of the voxel volume in voxel V and zero otherwise, 
then the finite element approximation is piece-wise constant. 
On the other hand, if bv{v) tri-linearly decreasing from the 
voxel center to the centers o f the neighboring voxel, then we 
work with tri-linear approximation. We assumed that the ba­
sis functions are normalized, that is /  b\/{v)dv =  I where V

V
is the volume of interest. Note that normalization means that 
basis function hv{v) is a probability density. In this paper we 
use tri-linear basis functions because it is directly supported 
by the graphics hardware so it has no additional computa­
tional cost.

The correspondence between the coefficients o f the emis­
sion function (voxel intensities) and the detector responses 
is built of the elemental conditional probability density that 
a photon pair lands at detector points and Z2 given that 
they are emitted at point v in directions (O and —to, which is 
denoted by

P{v,&

This probability depends on the level o f accuracy on 
which the physical phenomena are simulated:

•  Without scatter compensation, this density is zero if either 
Zi or Z2 is not on the line going through v and of direction 
to. If they are on the line, this density equals to the proba­
bility that no extinction happens along the line, which also 
depends on photon energy Cq:

P{v,w  —>■ ?i ,22) =  e
- Sa(í.£i))ál

In our particular case, the attenuation and detector proba­
bility should be evaluated at 6o =  1, i.e. at the energy level 
of the electron, since now we consider only photons that 
have not scattered yet.
With scatter compensation, the forward-projection also 
simulates multiple scattering effects, making this prob­
ability equal to the pretbability that the pair of photons

arrived at J| and Z2 after zero, one, two, etc. scattering 
events. As .scattering may happen anywhere, the contribu­
tion of single .scattering is a 3D integral, the contribution 
of double scattering is a 6D integral, etc. In theory, the 
probability involving arbitrary number of scattering points 
can be expressed as an infinite dimensional integral.

Assuming that detectors are ideal —  i.e. that a photon ar­
riving at the surface of a detector may contribute only this 
detector and may not get scattered into another detector crys­
tal —  the probability that LOR L detects a photon pair is the 
integral of the arrival density for point pairs on these detec­
tors of areas D\ and D2, multiplied with the probability that 
the photons are detected:

/ /
Di D:

P{v,<a-^L) =

P{v,é ^ Z ] , Z2)T> iu (z i, é)T> m (Z2, to)dzidz2

where T>e„ is the energy dependent probability that the de­
tector detects the photon, called detector sensitivity. In the 
general case, this probability also depends on the photon en­
ergy, the location and the direction of the incidence.

If a photon pair is isotropically emitted from point v, then 
the probability that it is detected by LOR L is

R (v -^ L ) =  I  P ( v ,é - ^ L ) ^ .

We have to integrate only on the half sphere (Í2//) having 
solid angle 2ti since the two photons of the pair may be ex­
changed.

The total contribution from all points v to the expected 
number of hits in LOR L is:

y t  =  I  x{v)P {v^L)dv--
V V

This equation can also be written in a matrix form: 

y =  A X

where the system response is characterized by a system ma­
trix A which defines the correspondence between voxel 
intensities x (x\,X2,. ■■ ) and expected LOR values
y =  (yi ,y2, . . .  S'Nwr)- "̂ ĥe meaning of matrix element

Nv„
1

v--\

Korel r
52 W /  bv{v)P{v L)dv. 
/ - 1 J

Atv =  /  J bv(v)P (v,é~^  L ) ^ d v  (2)
V 2ji

is the probability that a photon pair born in a random point 
distributed with density bv{v) is detected by LOR L.

The task of the reconstruction is to find voxel intensities of 
X based on the measured LOR incidents in y. Such problems 
can be attacked by iterative approaches that iterate forward-
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projection

}'L (3)
V - \

and then correct x^''^'' írom according to the similarity 
of the resulting guess of the expected value y and the mea­
sured response y.

For example, based on expectation maximization (EM) 
", we obtain the following correction, also called back- 
projection scheme:

> + i ) 1
NroR 

/,= !

L̂OR ,,,
■ E A . v | .
i= i  yh

(4)

In the forward- and back-projection steps, matrix ele­
ments A/,v need to be estimated on-the-fly since neither their 
pre-computation nor their storage is feasible in our case, be­
cause of the following reasons:

•  If scattering were ignored, the system matrix would be 
sparse. However, with scatter simulation all matrix ele­
ments can be non-zero, thus sparse matrix techniques and 
matrix compression do not work.

•  The scattering parameters depend on the electron density 
function of the measured object, which is obtained by the 
CT in parallel to the PET measurement. Thus, the system 
matrix is different for every different object, so a single 
off-line simulation or measurement is not suitable for its 
computation.

The physically based 3D PET reconstruction problem is 
challenging. Iteration should work with very large matrices. 
When scattering is also considered, this matrix is not sparse. 
Due to the dependence of the scattering parameters o f the 
measured object, the matrix cannot be pre-computed or mea­
sured, neither can the inherent geometric symmetries of the 
detector grids be exploited. A matrix element describes the 
effect of all possible paths of a photon pair originating in 
a voxel and landing at a detector pair, which may have arbi­
trary number of scattering points. Mathematically, the matrix 
element is an infinite dimensional integral, and in forward- 
projection the matrix elements must have sufficient preci­
sion. Iterating with such a huge matrix and re-computing 
matrix elements as high-dimensional integrals in each iter­
ation step need enormous computation power if we wish to 
obtain the reconstruction results in reasonable time (i.e. at 
most in a few minutes).

3. Previous work

The time-consuming process of fully 3D iterative tomogra­
phy reconstruction has been targeted by both algorithmic 
improvements and by looking for more efficient compu­
tational platforms. Among the high-performance comput­
ing possibilities, like EPGAs multi-CPU systems the

CELL processor ■*, and GPUs ''', the GPU has proven to be 
the most cost-effective platform for such tasks GPUs can 
be programmed with two different programming models. 
Shader APIs like OpenGL/Cg or Direct3D/HLSL present 
the GPU hardware as the direct implementation of the incre­
mental rendering pipeline including both programmable 
and fixed processing stages. On the other hand, CUDA 
StreamSDK, and OpenCL provide an access to the multi­
processors of the GPU where each multiprocessor contains 
a set of scalar processors organized into warps sharing the 
instruction unit, and therefore acting as a SIMD hardware.

Most of the GPU approaches published .so far consid­
ered only the geometry in projection calculation and used 
the shader API for implementation ' ‘L The ra.sterizer and 
the alpha-blending units accessible through the shader API 
support these simple calculations, but when the algorithm 
gets more complex, the incremental rendering pipeline view 
of the shader API becomes too restrictive and less intuitive. 
While attenuation correction and the incorporation of the 
point spread function in SPECT are relatively straightfor­
ward physically plausible scatter correction should be re­
placed by a simple blurring operation to stay within the con­
straints of the incremental rendering pipeline '**.

However, when more complex algorithms are imple­
mented, the additional control of the shader processors 
out-weights the possibility of exploiting the fixed func­
tion pipeline elements, like clipping, rasterization, depth- 
buffering or alpha blending. Considering these, we have cho­
sen CUDA as the implementation platform.

Physically plausible scatter correction needs photon trans­
port simulation and the evaluation of high-dimensional in­
tegrals in photon path space. As classical quadrature rules 
fail in higher dimensions due to the curse of dimensional­
ity, these high-dimensional integrals are estimated by Monte 
Carlo or quasi-Monte Carlo methods '-L Better results can be 
obtained for the single scattering case when the integral over 
the path space can be transformed to a volumetric integral

Our method also uses this transformation, but extends it 
for multiple scattering. Furthermore, instead of random sam­
pling, we apply deterministic Sigma-Delta modulation for 
sample generation

4. Reconstruction algorithm

4.1. Forward-projection without scatter correction

Forward projection computes the detector responses from 
the current emission density estimation defined by vector 
x =  (-V1,.X2,---,^yv,

v̂oxei p r
y i  ^ E  ^Lvxv = x{v)P{v,m- • Z.)-—dv. 

 ̂ 27t
V 2%

If we ignore photon scattering, then a LOR can be af­
fected only if its detectors are seen at directions w and —(O
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from emission point v. It also means that emission point v 
and direction w unambiguously identify detector hit points 
Cl and Z2> or alternatively, from detector hit points ci and zt. 
we can determine those emission points v and direction to, 
which can contribute. We shall modify our view point from 
the emission points and directions to detector points, and us­
ing the correspondence between them, the detector response 
is expressed as an integral over the detector surfaces.
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given LOR,

dv; differential 
volume

V emissu 
point

doĵ : solid angle 
in which dẑ  
is visible from z,

dA: perpendicular area 
dl: chord length

dm: solid angle in which 
dz, and dZj are visible from v

Figure 1: Computation of the Jacobian of the change of 
variables. The differential solid angle at which dzi detec­
tor surface and dz2 detector surface are simultaneously 
seen from emission point v is dot) =  dzi cos03| / |z i — v|  ̂ =  
dz2COS03,/|z2 — vp. The differential solid angle at which 
dz2 is seen from point zi is do>2 =  d~2COs6;2/ l 2̂ ~ ? 11" =  
d 4 /|z i — i’l̂ . Finally, the differential volume intersected by 
lines ofz\ and zr is dv =  d/cL4. where dl is the length of the 
line segment intersecting dv, and dA is the surface area that 
is perpendicular to the line.

According to Fig. 1, the .lacobian of the change of inte­
gration variables is:

dcű d/dzf dzT̂  cos 0j cos 0=
271^*' 2 7 t | z i - Z 2 p 2n\zi ■

d/dzid; 2-

where detector normals enclose angles 07, and 03, with the
direction between zi and zz, thus the differential detector 
areas perpendicular to the LOR are dzj  ̂ =  cos03|dzi and 
dz^ =  cos0j^dz2- Let us introduce the effective detector sen­
sitivity (the detector’s cross section) as the product of detec­
tor sensitivity and the cosine of the angle between the detec­
tor normal and the incident direction:

vi;,{z) =  Ve,{z)cosQ.,

If scattering is ignored, energy level Ep =  1 is constant.

With this, the LOR integral can be expressed as:

y’L = f  yX(zi,Z2)7'l(z,,Z2)lP^(zi)0^(?2)dz,dZ2, (5)
l>\ fh

where D\ and D2 are the surfaces of the two detectors of the
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X{zuZ2) =  ^ J x ( i ) d l
2̂

is the total emission of photons along the line segment of end 
points zi and Z2> and

Te„{z\,Z2) =
-  /  <T(f.E,|)d/

• e
ki

is the attenuation factor.

Equation (5) can be estimated by taking uniformly
distributed point pairs, (ẑ j’\ z , ') on the two detectors:

y i  ■
Ndertine t \  ' M   ̂ 1 t 2 /
D \D j

where and are estimated by ray-marching on the 
line segment 
distance A/,- (Fig. 2):
line segment (z|'\^ '^) visiting points in step j ,  being at

X ii)
2tt

înarrh

2=1

r(0 , J ______<s(lu.eo)At.

Figure 2: A single computational thread of forward- 
projection takes a detector pair and marches on the rays 
between the .sample points o f the detectors.

The error of this estimation depends on the number of 
line samples Niĵ uine and point samples per line N„uircĥ  
and also on the discrepancy of the samples in the five­
dimensional space. As random samples are more uniform in
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higher dimensional spaces than grids, we obtain 4D samples 
randomly.

4.2. Back-projection

Back-projection evaluates equation (4), i.e. it computes a 
fraction for each voxel V, where the denominator and the 
enumerator are

Nu.
Denom ^  X[y, Enum

NtOH

£.= 1 >h

Back-projection can be executed approximately without 
changing the fixed point of the iterations scheme, thus, the 
volumetric integral of the system matrix is estimated from 
a single position sample v obtained with a probability den­
sity of bv{v), and the directional integral is approximated by 
a single .sample per detector d ] , which subtends solid angle 
Aco î (Fig. 3). Emission point v and point zi on detector d\ 
determines direction to. If scattering is ignored, P (v ,a  —̂ L) 
is non zero for that L{d\,d2) LOR where the line of zj and v 
intersects detector d2- For this LOR, we get:

A/,v =  J  J  bv{v)P{\\ CŰ-
v n „

/ P ( y .é ^ L ) V f
d(0

• ^ P r g d v :

2n

where T>i is the detector efficiency if the photon is on the 
energy level of the electron and it arrives perpendicularly at 
the middle of the detector. For other LORs associated with 
detector £fi, A, 1̂̂ 1 =  0.

Figure 3: A single computational thread of back-projection 
takes an emission point sample v and processes all LORs 
that can cross this sample point.

The directly sampled detector d\ is called primary. The 
detector that is obtained by line intersection is the secondary. 
As secondary detector dn is unambiguously determined by 
voxel sample v and primary detector sample z i , it is a func­
tion of them, which is denoted by d2{z\,v). Note that not 
all primary detector -  voxel pairs, i.e, (z i, v), correspond to 
a secondary detector. It can happen that the line defined by 
points zi and v does not intersect any modules, that is, it 
misses all detectors. When the integrals are estimated by dis­
crete sums over the primary detectors, these detectors should 
be skipped:

D enom ;
Nd„
I

^\.d2 exists

Atoa,
27t

Enum:
ijdet
I

d\ — \,d2 exists yL(d\.di(z\.v))

As we take the fraction of the two values, we can .simplify 
with X>f/(27i).

Solid angle Atssd̂  is the size of the directional set where 
primary detector d\ is seen from voxel point v. If the surface 
area of the detector is D\ and the angle between the detec­
tor's unit normal vector and the direction of zi ^  v is Gj,, 
then

D\ COS0J, ^ ii] • (v- " '
Acoa, D

b '- 2 i l
■<■1J
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Assuming a fixed emission point v, intersection point zi 
is obtained from primary sample Z) as a central projection. 
Thus, Z2 is a homogeneous linear function of z i , and simi­
larly (;;.?) can be obtained as the integer part of a homoge­
neous linear functions of (p.q)'.

^C r+A rp  -t-
■s= L

Cv + AsP \ Bsq I
f - a p - ^ q  7 - a p - P g

The coefficients in this formula are determined from the de­
tector geometry.

5. Accuracy improvement with scattering simulation

So far, we have ignored in-scattering, that is, we assumed 
that emission point v and detector hit points zi and Z2 are on 
a line. With this assumption all scattered photons are lost. If 
we consider photon scattering, the path of the photon pair 
will be a polyline containing the emission point somewhere 
inside one of its line segments (Fig. 4). This polyline in-
eludes scattering points ? i ____ sg where one of the photons
ehanged its direction in addition to detector hit points zi =  i'o 
and Z2 =  ÍS+1 . The values measured by detector pairs will 
then be the total contribution, i.e. the integral of such poly­
line paths o f arbitrary length.

We eonsider the contribution of photon paths as an inte­
gral over the Cartesian product set o f the volume. This in­
tegration domain is sampled globally, i.e. a single sample
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is used lor the computation of all detector pairs. Sampling 
parts of photon paths globally and reusing a partial path for 
all detector pairs allow us to significantly reduce the number 
of samples and consequently the computation time.

To express the contribution of a polyline path, we lake its 
line segments one-by-one and consider a line segment as a 
virtual LOR with two virtual detectors of locations, i ,_  ] and 
Si, and of differential areas projected perpendicularly to the 
line segment, dA ^ , and cW/" (Fig. 4).

dA-i
Virtual LOR

r '  -
Polyline photon path

Figure 4: The scattered photon path is a polyline (left) made 
of virtual LORs (right). The left figure depicts the case of 
S =  2.

According to equation (5) the contribution of a virtual 
LOR at its endpoints, i.e. the expected number of photon 
pairs going through dA,^, and dA,  ̂ is

where

A;77dA,_,dA,

Xi =  X  (?,■_ \,Si), Ti =  Tin (?/-1, ?/).

In the line segment of the emission, the original photon en­
ergy has not changed yet, thus Eq ' =  1.

Suppose that scattering happens around end point s) o f the 
virtual LOR in differential volume di, =  áA^dl, i.e. at run 
length dl (right of Fig. 4). Now let us extend this virtual LOR 
by a single scattering step forming a polyline Si-i,Si,Sj^]. 
The probability of photon-electron annihilation along dis­
tance dl is a{si,ZQ^)dl. The photon scatters in solid angle 

dto with probability /V/y(cos9,,EQd)da) where 0, is the scat­
tering angle. The scattered photon will go along virtual LOR 

) with differential area dA,^j at its end if area dA,Ai 
subtends solid angle dw, that is:

d® =
dA i-f 1

- i'-f 112 •

Upon scattering the photon changes its energy to

-(/)
^(H i) _  Eg_______

1 4 Eg ̂  (1 — cos 0)

there is no further scattering inside this line segment, which
is the case with probability T p+i) (?,,?,+1).

0̂

Summarizing, the expected number of photon pairs born 
between i ,_ |  and s, and reaching differential areas dA ^i 
and dA,i] via scattering at differential volume dr, is:

Af,-715,-Ti+idA,L id i ,dA,^i

where

S i = a  ( íLE o*) Pkn  ( cos0,-,e[)'*)

is the differential cross section of the scattering.

The integral of the contributions of paths of S scattering 
points is

( i ') _  ^ ^
>L -' ' ' = / / l v j , r t A r X i + i T i + r B i ^ r V ^ s , { d v f d z 2 d z i

(6)
Dl 1)2 V''

where

Ai =  Y \T jS i

is the total attenuation between detector Z| and the ith scat­
tering point, including the attenuation due to scattering at the 
end of the line segments, and

0 / n  =  n  > - W i

is the total attenuation from between the (/ 4 l)th scattering 
point and detector point ?2> Eg  ̂ and E|ĵ  ̂ are the ener­
gies of the photons arriving at the first and second detectors, 
respectively.

For example, the integral of the contribution of paths of 
one scattering point is

=  J j Jdvdzzdz] o(.s^F*-/v(cos0, !)•
Dl Dj V

[ v i  (z, )X(z, ,f)Ti {zx,i)T^ (?2) +

)Tcn{Zi,i)X {Zi,m  (Z2)l, (7)

This photon arrives at the other end of this virtual LOR if

where Eq is the energy level of the photon after a single 
Compton scattering at angle 0. .Scattering angle 0 is formed 
by directions z\ and Z2 -

When the attenuation is computed, we should take into 
account that the photon energy changes along the polyline 
and the .scattering cross section also depends on this energy, 
thus different cross section values should be integrated when 
the annihilations on a different line segment are considered. 
As we wish to reuse the line segments and not to repeat ray­
marching redundantly, each line segment is marched only 
once assuming photon energy Eq =  1, and attenuation T\ for
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this line segment is computed. Then, when the place of anni­
hilation is taken into account and the real value of the photon 
energy Eq is obtained, initial attenuation T\ is transformed. 
The transformation is based on the decomposition of equa­
tion (1):

o(/,Eo) =  o ( / , l )  

Using this relation, we can write

Ö (eo)

Te„|zi —;
-  J c(/,Eo)d/

e •'

f |  |Zl - Z 2 \

A cq)
2\ Í1)

The energy dependence of the cross section o° (eo) is a 
scalar function, which can be pre-computed and stored in a 
texture. Fetching a value from this texture, the compensation 
exponent can be easily calculated.

6. High-dimensional quadrature computation

In the previous section we concluded that the scattered 
contribution is a sequence of increasing dimensional inte­
grals. Numerical quadratures generate M discrete samples 
S],S2, . . . ,s ^ / in the domain of the integration and approxi­
mate the integral as:

r I ^ ./■(*/) (8)

where p(sj) is a density of samples. The error of the quadra­
ture depends on two factors:

•  Importance sampling: how well is density p  proportional 
to original integrand / .

•  Stratification: how accurately are sample points 
S] ,S2, . . .  ,s^  distributed with density p.

In the integral y f '  of equation (6), a sample s , is a pho­
ton path connecting two detectors via 5 scattering points and 
containing an emission point somewhere:

: =  0JJ) dl) di)
0 where =  z\ and =  Z2-

For example, if S 1 i.e. we consider single scattering, then

S> =  (Zl ?2).

As the computation of a single segment of such a path re­
quires ray-marching and therefore is rather costly, we reu.se 
the segments of a path in many other path samples.

The basic steps of the path sampling process are shown 
by Fig. 5. Let us consider these steps one-by-one, examining 
their time complexity as well:

1. First, Nscaiier scattering points ? i, . . . ,  are sampled.

1. Scattering points 2. Ray marching J)etween

3. Ray marching from detectore 
to scattering points

4. Ray marching on LOR and 
combination of scattering paths

Figure 5: The sampling process consists of four steps. In 
step I the scattering points are generated by the CPU. In 
step 2 the GPU processes global scattering paths connecting 
scattering points by line segments. In step 3 a detector is 
connected to all scattering points by a GPU thread. In step 
4 a GPU thread computes the value of the LOR including the 
direct and the scattered contributions.

2. In the second step global paths are generated. If we de­
cide to simulate paths of at most S scattering points, 
Npaih ordered subsets of the scattering points are se­
lected and paths of S points are established. If statisti­
cally independent random variables were used to sample 
the scattering points, then the first path may be formed 
by points S'], . . .  ,sg, the second by .?y+i, . . .  ,S2s, etc. If 
the sampling variables are correlated or deterministic, 
then they should be randomly permuted first to eliminate 
dependence \  Each path contains S — 1 line segments, 
which are marched assuming that the photon energy has 
not changed from the original electron energy. Note that 
building a path of length S, we also obtain many shorter 
paths as well. A path of length S can be considered as 
two different paths of length S — I where one of the end 
points is removed. Taking another example, we get 5 — 1 
number of paths of length 1. Concerning the cost, rays 
should be marched only once, so the second step alto­
gether marches on Npa,ii(S — 1) rays.

3. In the third step, each detector is connected to each of the 
scattering points in a deterministic manner. Each detector 
is assigned to a computation thread, which marches along 
the connection rays. The total rays processed by the third 
step is bldet^scatter-

4. Finally, detector pairs are given to computational threads 
that compute the direct contribution and combine the 
scattering paths ending up in them. The direct contribu-
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tion needs altogether Njg,ij„gNiog ray-marching compu­
tations.

The computation effort can be analyzed by counting the 
number of rays needed to march on, which is

Nray =  Np îh (S — 1) -f Njel^scaller +  Njeiline^LOR-

In our particular case =  18 ■ 32'*, S =  2, =  12 •
32*, Nscalier =  128, =  512, and Ngg,n„  ̂=  16, thus —
thanks to the heavy reuse of rays —  scatter compensation 
requires just slightly more rays than the computation of the 
unscattered contribution.

The described sampling process generates point samples. 
As these point samples are connected to all detectors, paths 
of length 2 (single scattering, S =  1) can be obtained from 
them. Paths longer than 2, i.e. simulating at least double scat­
tering requires the formation of global paths. The integral 
quadrature of equation (8) is evaluated with these samples.

6.1. Importance sampling

Considering importance sampling, we should find a density 
p that mimics the integrand. When inspecting the integrand, 
we should take into account that we evaluate a set of inte­
grals (i.e. an integral for every LOR) using the same set of 
global samples, so the density should mimic the common 
factors of all these integrals. The common factor is the elec­
tron density C(v) of the scattering points, so we mimic this 
function when sampling points. We store the scattering cross 
section at the energy level of the electron, o(v, 1), which is 
proportional to the electron density. As the electron density 
function is provided by the CT reconstruction as a voxel grid, 
we, in fact, sample voxels. The probability density of sam­
pling point V is:

1) _ ^voxelp{v
/yO (v, l)dv C V

where Oy is the scattering cross section at the energy level 
of the electron in voxel V, C =  dy  is the sum of all 
voxels, and V is the volume of interest.

For example, the single scattered contribution estimation 
with this density is the following:

v<')>L
DiDx CV

Nsascalier voxel

ŝcalier
■ PKN{cOsQj, l)Vj,  

7=1

where 0 , is the scattering angle at Eq is the energy level of 
the photon after this Compton scattering if originally it had 
the energy of the electron, and

Vj = v i  (f, )X(*1 J j ) i \  {zx,ij)r^,{sj,z2)v^ (?2)+

T>i{z, )Tr,{zuSj)X{sj,Z2m

is the total emission weighted by the attenuation of path 
Z l ,S j ,Z 2 -

6.2. Stratification

Monte Carlo methods use statistically independent random 
samples generated with probability density p. According to 
the fundamental law of statistics, the empirical distribution 
of independent random samples converges to the cumula­
tive distribution obtained from p, thus Monte Carlo methods 
meet the stratification requirement only for larger number of 
samples. If we use just smaller number of samples, the dis­
tance of the empirical distribution of samples and the desired 
distribution may be significant, which, together with the poor 
mimicking o f the integrand by density p, result in unaccept­
able error levels. As in our case the dimension of the inte­
gration domain is not very high —  single scattering needs 
a 3D integral, the less important double scattering a 6D in­
tegral —  deterministic quadratures can outperform Monte 
Carlo methods.

at these points

Figure 6: Sampling with delta-sigma modulation. When­
ever the difference of the desired cumulative distribution 
and the empirical distribution of the samples get larger than 
1 /(2 M ), a sample is generated.

Our proposed quadrature uses Delta-Sigma modulation, 
which is based on the recognition that sampling with density 
p is in fact 3i frequency modulation problem, where the input 
is p =  Cv jC  and the output is a sequence of discrete sam­
ples with density or frequency proportional to the input '5. 
We add the ratios Cy/C one-by-one. which means that we 
generate the desired cumulative distribution function of the 
sampling strategy. If we wish to obtain M samples where M 
is significantly less than the number of voxels, then the em­
pirical distribution of the real samples will differ from the 
desired distribution. According to the stratification require­
ment, the distance of the two di.stributions should be min­
imized. As the empirical distribution makes discrete jumps 
of size I /M , the error between the two distributions cannot 
be forced below the threshold of 1 / (2M) (Fig. 6). However, 
this limit can be reached if we keep calculating the difference 
of the desired and empirical cumulative distributions as vox­
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els are visited, and if this difference got larger than \ / ( lM) ,  
then a new sample is generated. Compared to sampling with 
independent random numbers, this process generates more 
stratified samples. The quality of samples can be further in­
creased if the path of visiting the voxels reflect their dis­
tances. In our current implementation, the voxel array is pro­
cessed row-by-row following a serpentine path, then plane- 
by-plane alternating the directions. We expect even better 
results with Hilbert o f Peano space filling curves.

The method discussed so far is strictly deterministic. If 
we have to randomize the samples, then the running sum of 
the voxel values should be initialized to a random value in 
( -1 /(2 M ),I /(2 M )).

7. Results

The presented algorithm have been implemented in CUDA 
and run on nVidia GeForce 285 GFX graphics hardware. We 
assumed a detector system consisting of twelve square detec­
tor modules organized into a ring, and the system measures 
LORs connecting a detector to three other detectors being at 
the opposite side of the ring. A detector module consists of 
32 X 32 detectors (left of Fig. 7). The total number of LORs 
is 18-(32 x 32)- w 18 -10^.

13 seconds with single scattering and 20 seconds with dou­
ble scattering simulation.

aeometryonly
geometry * attenuation 

geometry * attenuation * single scatterirtg 
geometry * attenuation * double scatlering

iteration number

Figure 9: Effect of attenuation and single scattering com­
pensation. A sphere inside a head phantom has been re­
constructed with considering only the geometry in forward- 
projection. with also attenuation compulation, and finally 
adding the contribution of single and double scattering.

Derenzo
phantom

Sphere in head 
phantom

Figure 7: Geometry of the detector ring (left), the emission 
map of the Derenzo phantom (middle), and the sphere phan­
tom put into the electron density of the human head (right).

We forward-projected the reference volume of a sphere 
(right of Fig. 7). The electron density was obtained from a 
CT measurement o f a human head. We scaled the electron 
densities to guarantee that the scattered component is signif­
icant, i.e. it is 40% of the total contribution. We compared 
different options of the forward-projection like computing 
only the geometry factors and the attenuation, including sin­
gle scattering, and finally adding also double scattering. To 
compute single and double scattering. 128 scattering points 
were sampled with sigma-delta modulation. According to 
the concept oi' .stochastic iteration we obtained a new set 
of scattering points in each iteration step. The direct contri­
bution was calculated with 8 lines per LOR. With this num­
ber of scattering points, a single forward-projection required

The errors of the different options with respect to the it­
eration number are shown in Fig. 9. Note that getting the 
forward-projection to simulate more of the underlying phys­
ical process, the reconstruction can be made more accurate. 
The improvement is significant with single scattering sim­
ulation. However, the simulation of higher order scattering 
events helps just a little (Fig. 8.

8. Conclusion

This paper propo.sed a GPU based algorithm for the re­
construction of PET measurements. The original approach 
is restructured to exploit the massively parallel nature of 
GPUs. Based on the recognitions that the requirements of the 
GPU prefer a detector oriented viewpoint, we solve the ad­
joint problem during forward-projection, i.e. originate pho­
ton paths in the detectors. Making the back-projection also 
of gathering type, we assign voxels to parallel computational 
threads. The detector oriented viewpoint also allows us to 
reuse samples, that is, we compute many annihilation events 
with tracing a few line segments. The resulting approach can 
reduce the computation time of the fully 3D PET reconstruc­
tion to a few minutes.
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Geometry only Single scatter 
phantom

Double scatter 
phantom

Figure 8: Reconstruction results of the Derenzo phantom.
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Volumetric Ambient Occlusion for Volumetric Models
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Abstract
This paper presents a new GPU-based algorithm to compute ambient occlusion for scalar field isosurfaces. We 
first examine how ambient occlusion is related to the physically founded rendering equation. The correspondence 
is made by introducing a fuzzy membership function that defines what “near occlusions'' mean. Then we develop a 
method to calculate ambient occlusion in real-time without any pre-computation. The proposed algorithm is based 
on a novel interpretation of ambient occlusion that measures how big portion of the tangent sphere of the surface 
belongs to the set of occluded points. The integrand of the new fonnula has low variation, thus can be estimated 
accurately with a few samples.

1. Introduction

This paper focuses on the fast computation of the reflec­
tion of the ambient light^. We shall assume that the primary 
source of illumination in the scene is a homogeneous sky 
light source of radiance L“. For the sake of simplicity, we 
consider only diffuse surfaces. According to the rendering 
equation, reflected radiance Lf in shaded point x can be ob­
tained as:

= L>”{ x ,é )
n

cos^ Gdft), (I)

where Í2 is the set o f directions in the hemisphere above 
L"'(.í,cű) is the incident radiance from direction to, a{x) is 
the albedo of the surface, and 9 is the angle between the sur­
face normal and illumination direction co. If incident angle 
0 is greater than 90 degrees, then the negative cosine value 
should be replaced by zero, which is indicated by superscript

If no surface is seen from x at direction to, then shaded 
point i  is said to be open in this direction, and incident ra­
diance L'” is equal to ambient radiance L“. If there is an oc­
cluder nearby, then the point is called closed at this direction 
and the incident radiance is the radiance of the occluder sur­
face. The exact determination of this radiance would require

t  Should (he scene contain other sources, e.g. directional or point 
lights, their effects can be added to the illumination of the ambient 
light.

a global illumination solution, which is too costly in real­
time applications. Thus, we simply assume that the radiance 
is proportional to the ambient radiance and to a factor ex­
pressing the openness —  also called accessibility —  of the 
point. The theory of classical ambient occlusion considers 
an occluder to be "nearby" if its distance is smaller than a 
predefined threshold R. However, such an uncertain prop­
erty like “being close” is better to handle by a fuzzy mea­
sure p{d{(b)) that defines how strongly direction to belongs 
to the set of open directions based on distance d of the oc­
clusion at direction w. In other words, this fuzzy measure 
expresses how an occluder at distance d  allows the ambient 
lighting to take into effect. Relying on the physics analogy 
of the non-scattering participating media, a possible fuzzy 
measure could be p{d) =  1 — exp(—xrf) where t  is the ab­
sorption coefficient o f the media '. Unfortunately, this in­
terpretation requires the distance of far occlusions as well, 
while the classical ambient occlu.sion does not have to com­
pute occlusions that are farther than R, localizing and thus 
simplifying the .shading process.

Thus, for practical fuzzy measures we use functions that 
are non-negative, monotonously increasing from zero, and 
reach 1 at distance R. The particular value of R can be set 
by the application developer. When we increase this value, 
shadows due to ambient occlusions get larger and softer.

Using the fuzzy measure of openness, the incident radi­
ance is
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thus the reflected radiance (Equation 1) can be written in the 
following form:

L'^{x) = a{x) ■ L“ ■ 0{x),

where

0{x) = ^ J cos^ 0dco. ( 2)

is the ambient occlusion representing the local geometry. 
It expresses how strongly the ambient lighting can take ef­
fect on point X. The computation of ambient occlusion re­
quires the distances if (to) of occluders in different directions, 
which are usually obtained by computationally expensive 
ray-tracing.

This paper proposes an ambient occlusion algorithm 
where the directional integral of equation 2 is replaced by 
a volumetric one that can efficiently be evaluated. The re­
sulting method

• runs at high frame rates on current GPUs,
• does not require any pre-processing and thus can be ap­

plied to general dynamic models,
•  can provide smooth shading with just a few samples due 

to partial analytic integration and interleaved sampling.

These properties make the algorithm suitable for real-time 
rendering and games.

2. Previous work

The oldest ambient lighting model assumes that incident ra­
diance L"' is equal to constant Lf in all points and directions, 
and a point reflects knL" intensity, where ka is the ambient 
reflectivity of the surface. As this model ignores the geom­
etry of the scene, the resulting images are plain and do not 
have a 3D appearance. A physically correct approach would 
be the solution of the rendering equation that can take into 
account all factors missing in the classical ambient lighting 
model. However, this approach is too expensive computa­
tionally when dynamic scenes need to be rendered in real­
time.

Instead of working with the rendering equation, local ap­
proaches examine only a neighborhood of the shaded point. 
Ambient occlusion {AO) '* and obscurances meth­
ods compute just how "open’' the scene is in the neighbor­
hood of a point, and scale the ambient light accordingly. 
Originally, the neighborhood had a sharp boundary in am­
bient occlusion, and a fuzzy boundary in the obscurances 
method, but nowadays these terms refer to similar tech­
niques. As the name of ambient occlusion became more pop­
ular, we also use this term in this paper.

If not only the openness of the points but also the av­
erage of open directions is obtained, then this extra direc­
tional information can be used to extend ambient occlusion 
from constant ambient light to environment maps In the

spectral extensions the average spectral reflectivities of the 
neighborhood and the whole scene are also taken into ac­
count, thus even color bleeding effects can be cheaply simu­
lated

Since ambient occlusion is the “integrated local invisibil­
ity of the sky”, real-time methods rely on scene represen­
tations where the visibility can be easily determined. These 
scene representations include the approximation of surfaces 
by disks * or spheres . Instead of dealing directly with the 
geometry, the visibility function can also be approximated 
A cube map or a depth map rendered from the camera 
can also be considered as a sampled representation of the 
scene. Since these maps are already in the texture memory 
of the GPU, a fragment shader program can check the visi­
bility for many directions. The method called screen-space 
ambient occlusion took the difference of the depth values. 
Horizon split ambient occlusion generated and evaluated 
a horizon map on the fly.

When volumetric models need to be rendered, we have 
to find an appropriate optics analogy, for which not only 
the local illumination model but also non-photorealistic ren­
dering approaches ■' and ambient occlusion or obscurances 
17, 8, 5. 19 18 5g applied.

3. Volumetric ambient occlusion

The evaluation of the directional integral in the ambient 
occlusion formula (Equation 2) requires rays to be traced 
in many directions, which is rather costly and needs com­
plex GPU shaders. Thus, we transform this directional inte­
gral to a volumetric one that can be efficiently evaluated on 
the GPU. The integral transformation involves the following 
steps:

1. Considering its derivative instead of the fuzzy member­
ship function, we replace the expensive ray tracing oper­
ation by a simple containment test. This replacement is 
valid if neighborhood R is small enough to allow the as­
sumption that a ray intersects the surface at most once in 
interval [0,/?].

2. Factor cos^ 0 in Equation 2 is compensated by domain 
transformation mapping the hemisphere above the sur­
face to the tangent sphere. This makes ambient occlusion 
depend on the volume of that the portion of the tangent 
sphere which belongs to the space not occupied by the 
objects.

3.1. Replacing ray tracing by containment tests

Let us assume that the surfaces subdivide the space into an 
outer part where the camera is and into inner parts that can­
not be reached from the camera without crossing the surface. 
We define the characteristic function X{p) that is 1 if point p 
is an outer point and zero otherwise. The boundary between 
the inner and outer parts, i.e. the surfaces, belong to the outer 
part by definition (Figure 1).

170



4
outer pari
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Figure 1: Replacing ray tracing by containment tests. I f  a 
test point (Point B) along a ray .starting at the .shaded point 
being in the outer region or on the region boundary is also in 
the outer region, then the ray either has not intersected the 
surface or has intersected at least two times. Supposing that 
the ray is short enough and thus may intersect the surface 
at most once, the condition of being in the outer region is 
equivalent to the condition that no intersection happened.

The form of the indicator function X(p) depends on the 
type or representation of the surfaces. In this paper we as­
sume that the surface is the isosurface of a scalar field, i.e. 
it is defined by equation v(p) = v’j where vy is the scalar 
value of shaded point x. In this ca.se, the indicator function 
specifies whether v < vf.

I ( p)  =  e(vy -  v(p))

where e(.r) is the step function, which is 1 if .r >  0 and zero 
otherwise. In order to evaluate the ambient occlusion using 
containment tests, we express it as a three dimensional in­
tegral. For a point at distance d. fuzzy measure p{d) can be 
found by integrating its derivative from 0 to d since p(0) = 0. 
Then the integration domain can be extended from d to R by 
multiplying the integrand by a step function which replaces 
the derivative by zero when the distance is greater than d:

l>(d) M r )
dr

z(d — r)dr.

Sub.stituting this integral into the ambient occlusion for­
mula we get

M'-)
dr

e(d — r) cos* Gdrdco. (3)
a  0

Let us consider a ray of equation x + 5>r where shaded point 
X is the origin, to is the direction, and distance r is the ray 
parameter. Indicator t(d  — r) is 1 if the distance of the inter­
section d is larger than current distance r and zero otherwise, 
that is, it shows whether or not intersection has happened. If 
we assume that the ray intersects the surface at most once in 
the /^-neighborhood, then the condition that x + thr is in the 
outer part, i.e. X{x-\ (or) =  I , also shows that no intersection

has happened yet. Thus, provided that only one intersection 
is possible in the /?-neighborhood, indicators e{d — r) and 
X(.x + (hr) are equivalent. Replacing step function e(d — r) 
by indicator function X in Equation 3, we obtain

M r )
dr

a  0

transformed sphere S 
has radius R/2 and is the 
tangent o f the surface

I(.? ) cor) COŜ  0 drdCO. (4)

original hemisphere 
above the shaded point

R

_____^surface

shaded point

Figure 2: Transforming a hemisphere of radius R by shrink­
ing distances by cos0 results in another sphere of radius 
R/2.

Inspecting Equation 4 we can observe that the ambient 
occlusion is a double integral inside a hemisphere where the 
integrand includes factor cos* 0. thus directions enclosing a 
larger angle with the surface normal are less important. In­
stead of the multiplication, the effect of this cosine factor 
can also be mimicked by reducing the size of the integration 
domain proportionally to cos* 0. Note that this is equivalent 
to the original integral only if the other factors of the inte­
grand are constant, and can be accepted as an approximation 
in other cases:

Rcos.' 0
0(1) ■■ U  /n 0

M r )
dr

I(.v-l-a)r)dfdco.

Transforming a hemisphere by shrinking distances in di­
rections enclosing angle 0 with the surface normal by cos0 
results in another sphere, which is denoted by S (Figure 2). 
This new sphere has radius R/2  and its center is at distance 
R/2 from shaded point x in the direction of the surface nor­
mal. While the original hemisphere had the shaded point as 
the center of its base circle, the surface will be the tangent of 
the new sphere at shaded point x.

In order to replace integrals over directions and distances 
by a volumetric integral, let us examine the volume swept 
when distance r changes by dr and direction oá varies in solid 
angle dot) (Figure 3). During this, we sweep a differential vol­
ume dp = r"drdcű. Thus, we can express the ambient occlu­
sion as a volumetric integral in S instead of a double integral 
of directions and distances in the following way:

Mr( p) )  10 (x ) ; i  Ín J
p&S

dr (r(p))
tX(p)dp

where r(p) is the distance of point p from the shaded point.
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Histogram Empirical cumulative distribution

Figure 3: Dijferential volume swept when r changes by dr 
and direction (0 is in d(0.

If we set the fuzzy membership lunction such that dp{r)/dr 
is proportional to r^, then the ambient occlusion integral be­
comes just the volumetric integral of the membership func­
tion. This observation leads us to a new definition of the 
openness of a point, which we call the volumetric ambient 
occlusion. The volumetric ambient occlusion is the relative 
volume of the unoccluded part of the tangent sphere S. For­
mally, the volumetric ambient occlusion function is defined 
as:

m p ) d p
0(x) =

1̂1
(5)

where |S] = 4(R/2)^n/3 is the volume of the tangent sphere, 
which makes sure that the volumetric ambient occlusion is 
also in [0,1],

4. Statistical evaluation of the volumetric AO

The ratio of the volumes of the unoccluded points of the tan­
gent sphere and the volume of the tangent sphere is the ge­
ometric probability that a uniformly distributed point p in 
the tangent sphere belongs to the unoccluded region, i.e. its 
scalar value v(p) is smaller than the scalar value of the 
shaded point x or the isosurface. If the scalar field is de­
fined by a voxel grid, then we have exact values at voxel 
centers, but have no information about the function v{p) in 
between the voxel centers. Note that the usual as.sumption 
on tri-linearly varying function is just an approximation. In­
stead, we can also assume that the scalar value v{p) is a ran­
dom variable whose distribution is defined by the N  voxel 
values v’l , . . . ,  v'Ai included in the tangent sphere. With these, 
the geometric probability of the occlusion is

0{X) = P{v < vy)
Ef^l£(v^-v,0

N
Note that P(v < vj) - P{vy) is the cumulative probability 
distribution of random variable v for value vj (Figure 4).

Unfortunately, the application of this formula requires N 
fetches from the voxel array, which is time consuming un­
less N  is small. Flowever, selecting a small tangent sphere 
that contains just a few voxel centers degrades the qual­
ity of ambient occlusion and replaces nice soft shadows by

Figure 4: Ambient occlusion as the cumulative distribution 
function.

smaller hard ones. On the other hand, when the set of voxels 
contained by the tangent sphere changes, there is an abrupt 
change in the ambient occlusion values, which results in 
stripe artifacts. So it is highly desirable to find a continuous 
approximation of the probability distribution, which is de­
fined by just a few representative variables Keeping real­
time rendering in mind even for dynamically evolving scalar 
fields, we should find these parameters to allow their com­
putation with separable filtering, so the computation cost of 
a single representative variable is just instead of
0{N).  To make separable filtering possible, we extend the 
domain from the tangent sphere to its bounding box.

Examples of such representative parameters are the mini­
mum Vmin. the maximum Vmax, and the moments E\\P'\, for 
example, the mean Zf [v] or the second moment £[v^] .

4.1. Variance volumetric AO

Variance shadow maps  ̂ uses the mean and the second mo­
ment to estimate the geometric probability of occlusion. The 
required probability P(y < vy) = F(vf) for a particular point 
of scalar value can be approximated using the one tailed 
version of the Chebychev’s inequality, which is sharper than 
the classic Chebychev’s inequality. For the case of v^ > £[v], 
it states that

2
l - F ( v j )  =  F (v > v y )<

o2 + (ví- F [ v1)2

where

is the variance.

--E\v^]-E^\v]

If vjf < F[v], then the Chebychev's inequality cannot be 
used, but the point is assumed to be not occluded. Variance 
AO reads values E[Z], E[Z~] from the filtered two channel 
depth map, and replaces the comparison by the upper bound 
of the probability.

The implementation is as follows:
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void AOShader(
in floats X : TEXCOORDO // shaded point 
uniform samplerSD filVolume, // filtered 
uniform samplerSD orgVolume, // original 
uniform float R, // radius
uniform floats La, // ambient light 
out float col : COLOR )

{
float vx = texSD(orgVolume, x ) ;
floats normal = Gradient(orgVolume, x ) ;
col = DirectLight(normal);
floats center = x + normal * R/2;
floats fiit = texSD(filVolume, center);
float mean = filt.x;
float secondmoment = filt.y;
float var = secondmoment - mean * mean;
float AO = 1; // ambient occlusion
if (vx > mean)

AO = 1 - var/(var + pow(vx-mean,2)); 
col += La * 0;

4.2. Reconstruction of the cumulative distribution

For the sake of simplicity, we consider only the mean, but 
higher moments could also be handled in a similar way.

The yet unknown cumulative distribution F(vj) mu.st be 
zero if vy < I’fnin, equal to 1 if vj >  vmax, and non-decreasing 
in between. For notational simplicity, we introduce the fol­
lowing normalized parameter

I =
Vr -  V„

Vmax —  Vmin

where Av =  Vmax -  v în-

Av

^proximate cumulative distribution

Figure 5: Approximation of the cumulative distribution 
function with r .

Using the normalized parameter, the cumulative di.stribu- 
tion must be zero if / < 0, and I if t > I, and non-decreasing 
in interval [0,1]. We search the unknown function in the form 
of where p is the parameter of data fitting (Figure .“5). Note

that this function meets the stated requirements. Thus the cu­
mulative distribution is

F(vjf)=/I^ where vy(;) =  tAv +

Let us consider the constraint on the mean:
'’max 1

^['i =  J  v jtd F =  j vj(f) át
át —

1
/(rA v + Vn PrP-‘d/ = pAF

p H

Solving this equation for P, we get;

F[v]-Vn,i
p

Vmax - £ [ v ] ’

The implementation of the algorithm in a shader is as fol­
lows:

void A O S h a d e r (
in floats x : TEXCOORDO // shaded point 
uniform samplerSD filVolume, // filtered 
uniform samplerSD orgVolume, // original 
uniform float R, // radius
uniform floats La, // ambient light 
out float col : COLOR )

(
float vx = texSD(orgVolume, x) ;
floats normal = Gradient(orgVolume, x) ;
col = DirectLight(normal);
floats center = x + normal * R/2;
floats fiit = texSD(filVolume, center);
float vmin = filt.x;
float vmax = filt.y;
float mean = filt.z;
float t = (vx-vmin)/ (vmax-vmin);
float beta = (mean-vmin)/ (vmax-mean) ;
float AO = pow(t, beta);
col += La * AO;

}

Note that we do not check whether or not t is outside the 
[0,1] interval, which is correct because vj is included in the 
neighborhood of the computing the maximum and the mini­
mum, so it can never happen that vj is outside of the interval 
of the minimum and the maximum.

5. Opacity modulation and gamma correction

The generated images can be further improved by incorpo­
rating the ambient occlusion in the opacity transfer function 
or emphasizing the ambient occlusion effect by an additional 
gamma correction.

As Ruiz et al. proposed the derivative of the ambient oc­
clusion indicates where the salient regions are, so it is worth 
modulating the opacity value by this derivative. They use 
the gradient magnitude of the ambient occlusion, which is
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estimated by a 4D regression filter However, the gradient 
calculation is a non-separable filter, which has a significant 
computational cost. Instead of the gradient magnitude we 
propose the application of the variance of the scalar value, 
which also indicates where the volume changes quickly. The 
variance can be obtained as the difference of the second mo­
ment and the square of the mean value and both of them can 
be obtained by separable filtering. Thus modified opacity a' 
is:

a  mm
v>max

E[v-\-E-[v\
= a-m in ( ———----- 1

where ofnax's a user defined constant.

Finally, in order to further emphasize the ambient occlu­
sion, we can apply contrast enhancement using gamma cor­
rection with exponent y. It means that we use instead of 
ambient occlusion O in the lighting calculations.

6. Results

The proposed methods have been implemented in Di- 
rectX/HLSL and their performance has been measured on 
an NVIDIA GeForce 9600M GPU at 800 x 800 resolution. 
On this hardware the isosurfaces of the 128  ̂ resolution head 
model are rendered at 20 FPS, the transparent rendering runs 
at 10 FPS.

Figure 6 shows the isosurface of a volumetric head model 
rendered with the method reconstructing the cumulative dis­
tribution. We set the gamma-correction factor differently to 
emphasize ambient occlusion effects. Figure 7 demonstrates 
transparent volume rendering with variance based ambi­
ent occlusion and with the ambient occlusion based on the 
reconstruction of the cumulative distribution function. We 
used the original opacities, i.e, we have not applied the pro­
posed modulation scheme. Finally, Figure 8 compares the 
method using ambient occlusion based on the reconstruction 
of the cumulative distribution function and also modulating 
the alpha value proportionally with the variance to classical 
transparent volume rendering. Note that the modulation of 
the alpha value emphasizes the interesting parts making ho­
mogeneous regions transparent.

7. Conclusions

This paper proposed a fast method for the computation of 
ambient occlusion in volumetric models. The method is 
based on the estimation of the probability that the point is 
occluded. The compulation requires separable filtering, thus 
it is feasible even for dynamically evolving fields.
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Appendix
Here we present a relatively simple proof that is based on the 
Markov inequality stating that P(^ >  a) <  E[^]/a holds for a non 
negative random variable ^ and positive constant a. substituting  ̂=  
(v -  Elv] -t a V (v j  - E M ) ) -  and Í7 =  (v; -  EM  +  oV(v.v -  E|v]))T  
Let us consider the case when vj >  E[v]. The left side o f the Markov 
inequality can be written as follows:

P ( ^ > a )  =

■(E V-EM + ; >  vj — E[v) +  ■
vj-E M  ■ ' Vi-

The right side o f the Markov inequality is

- e m )
■P{v>Vi).

m
a (vr-/iM  + ; ; ^ ) '

a^ + a-*/(vi-EM)- 
(v j -E 'M -l-öV ji’f - E M ))^

(‘-•r-eM)^ + o‘
(vj -  E|v])-* - I -  2o2(vj -  E(v])- - I -  -t- ( V j .  -  E|i'|)= '
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Abstract
This paper presents a fast parallel Monte Carlo method to solve the radiative transport equation in inhomoge­
neous participating media. The implementation is based on CUDA and runs on the GPU. In order to meet the 
requirements of the parallel GPU architecture and to reuse shooting paths, we follow a photon mapping approach 
where during gathering the radiance is computed for each voxel. During shooting we consider two different ways 
of .sampling the free run lengths, ray marching and Woodcock tracking. We also discuss the generalization of the 
method to y-photons that are relevant in medical simulation, especially in radiotherapy treatment design.

1. Introduction

The multiple-scattering simulation in participating media is 
one of the most challenging problems in computer graph­
ics. radiotherapy, SPECT reconstruction, etc. In engineering 
and medical data analysis we need not only pleasing images, 
but also solutions with controllable accuracy. As these appli­
cations rely on intensive man-machine communication, the 
system is expected to respond to user actions interactively 
and deliver simulation results in seconds rather than in hours, 
which is typical in CPU based solutions.

The paper is organized as follows. .Section 2 discusses the 
theory of radiative transfer both for light and y-photons, and 
surveys the related previous work. Section 3 presents the 
new parallel algorithm. Section 4 summarizes the results.

2. Radiative transport

This paper proposes a Monte Carlo solution to interac­
tively render inhomogeneous participating media defined by 
large voxel arrays. The algorithm is developed with the aim 
of efficient GPU implementation In order to reduce the 
communication overhead of parallel computing nodes, we 
restructure classical photon tracing to make all computa­
tion threads independent and to avoid all communication 
and synchronization among them. The resulting algorithm 
is similar to volumetric photon mapping in the sense that 
it is decomposed to a shooting part where paths originating 
from the source are sampled randomly and to a deterministic 
gathering part that obtains the pixel radiances.

When photons interact with participating media, they scatter 
either on electrons or less probably on atomic cores. A pho­
ton has zero rest mass, but non-zero energy and impulse, so it 
can be associated with relativistic mass m = E/c^ = hv/c^ 
where E is the energy of the photon, h is the Planck con­
stant, V is the frequency of the radiation, and c is the speed 
of light. In case of the visible .spectrum, the relativistic mass 
of a photon is negligible with respect to the mass of elec­
trons or atomic cores, so when a photon elastically scatters 
on an electron it bounces off like hitting a rigid wall, keeping 
its energy and consequently its original frequency. In case of 
inelastic scattering, also called photoelectric effect, the pho­
ton’s energy is absorbed. Thus, upon scattering, the number 
of light photons reduces but the frequency of the remaining 
photons does not change. This is why we can handle fre­
quencies independently in computer graphics.

The main difference of our approach is that the shooting 
part prepares voxel radiances, i.e. it not only registers scat­
tering points and powers, but also executes filtering in each 
voxel. This way, the gathering part is a .simple back-to-front 
volume rendering method, which can be efficiently executed 
on the GPU.

On higher energy or frequency ranges, however, photon 
energy and impulse become comparable to the energy and 
impulse of electrons. Thus, scattering may modify not only 
the number of photons but also their frequency, so frequen­
cies become coupled and cannot be handled independently. 
This frequency range is particularly important in medical
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simulation since CT, PET, SPECT, etc. devices work with 
Yphotons.

2.1. Light photons

Photons of visible light do not change their frequency upon 
scattering on the medium particles. So we can solve the 
transport problem independently on each of the represen­
tative frequencies, usually corresponding to red, green, and 
blue light. Multiple scattering simulation should solve the 
radiative transport equation that expresses the change of ra­
diance L{x,(0) at point x and in direction ®:

(0 - VZ. = dL{x + és, é)
dí

- o , (,?)/.(,?, to)-t-Oj(.r) J L{x,é ')P (é' é)d(x)'. (1)
n

In this equation the negative term represents absorption and 
out-scattering, i.e. when photons coming from direction to 
collide and upon collision they are absorbed or scattered in 
another direction (Figure 1). The probability of collision in a 
unit distance is defined by extinction coefficient a,, which is 
broken down to scattering coefficient o.,- and absorption co­
efficient Co according to the two possible events of scattering 
and absorption:

The probability of reflection given that collision happened is 
called the albedo of the material:

a,
The positive term in the right side of equation (1) repre­
sents in-scattering, i.e. the contribution of photons coming 
from other directions é '  and get scattered to direction to. The 
probability that non-absorbing scattering happens in unit dis­
tance is a.v The probability density of the reflection direc­
tion is delined by phase function P(cosQ) that depends on 
the cosine of the scattering angle cos0 = to' • c5. In order to 
consider all incident directions, the contributions should be 
integrated for all directions co' of the directional sphere Í2.

in-scattering

< ■

of

absorption

ffl
out-scattering

I_______ _̂______I incident radiance:
differential path: ds l (s)

outgoing radiance:

L(s-eds)

Figure 1: Change o f radiance in participating media.

In isotropic (also called diffuse) scattering, the reflected 
radiance is uniform, and thus the phase function is constant:

^isotropic(td 'to )  —
_l_
47t'

For anisotropic scattering, the phase function varies with 
the scattering angle. The extent of anisotropy is usually ex­
pressed by the mean cosine of the scattering angle:

S = j (é ' ■ é)P {é ' ■ w)dto'.

An example of anisotropic scattering is the Rayleigh scat­
tering, which is also responsible for sky colors. The phase 
function of Rayleigh scattering is:

/Rayleigh (0>' -W) =  (1 -h (ffl' • CO)^) =  +COS^0)-

2.2. y-photons

The scattering of y-photons is described by the Klein- 
Nishina formula which expresses the differential cross 
section, i.e. the product of the energy dependent phase func­
tion and the scattering coefficient:

Cs{x,Eo)Piav{cosB,Eo) =  C(jc)(e-l-e'^ — e^sin^G),

where cosG = to ■ to' is the scattering angle, e =  £] /£ q ex­
presses the ratio of the scattered energy E\ and the incident 
energy Eq, and C(x) is the product of the electron density 
(number of electrons per unit volume) at point x and a scal­
ing factor rg/2 where r<? =  2 .82-10~'^ [m] is the classical 
electron radius.

incident
photon

Figure 2: Compton .scattering. The relative energy change 
E\!Eq is determined by the scattering angle 6.

When scattering happens, there is a unique correspon­
dence between the relative scattered energy e and the cosine 
of the scattering angle 9, as defined by the Compton formula 
(Figure 2):

E gp

where mgc^ is the electron's energy expressed by the product 
of its rest mass me and the square of the speed of light c.

From the Klein-Nishina formula, the scattering coefficient
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can be obtained by the directional integration over the sphere 
il  since the phase function is the probability density of the 
scattering direction, thus its directional integral is 1:

ai-(.v,£'o) =  J  Os{x\Eo)Pf(N{cosd,Eo)á(ű =

2k 1

C{x) J  J  e + e  ̂—e^sin^ 0dcos0d(t):
0 - 1

I
C{x)2% j e-f£' —e~(l - cos"^9)dcos0

as doj =  d(t)dcos0 if 0 is the angle between the original and 
the scattering direction and <]) is the angle between the pro­
jection of the scattering direction onto a plane perpendicular 
to the original direction and a reference vector in this plane.

Note that the scattering coefficient is a product of the elec­
tron density C{x) and a factor that is independent of the loca­
tion of this point. This second factor would be the scattering 
coefficient for unit electron density material, and is denoted 
by

1

c,.(£o) = 2n J  t  i e'̂  —e^(l -  cos^0)dcos0. (2)

With this function, the scattering coefficient and the phase 
function can be expressed as

Oj(T,£,o) =  o.s(i'o)C(i), (3)

Pkn{cosQ,Eq) = e -f e 2 •  ̂- e sin' 0
ö.í(£o)

Note that in these equations the new energy (e, E) is not an 
independent variable, it is unambiguously determined by the 
incident energy Eq and the scattering angle according to the 
Compton formula.

Examining the Compton formula, we can conclude that 
the energy change at scattering is significant when Eq is non 
negligible with respect to the energy of the electron. This is 
not the case for photons of visible wavelengths, when Eq <§; 
mec^, thus E\ r; Eq. In this case, the Klein-Nishina phase 
function becomes similar to the phase function of Rayleigh 
scattering:

Pkn{coííQ,Eq)
o.v(£o)

(1 + cos- 0) =  PiRayleigh (cos0).

Due to the coupling of different frequencies, we cannot 
consider the transport equation on different photon energy 
levels independently. Instead, a single equation describes the 
transport on all levels:

d£(T-i- cúí, (0, £|
ds -Oi{x,E\)L{x,(ii,E\) +

.Í-0

JL{x,w'.EQ)as{x,Eo)Pf:N((b' ■a,Eo)áa'. (4)

The Compton formula unambiguously determines the origi­
nal photon energy Eq included in this formula from scattered 
photon energy E\ and the cosine of the scattering angle.

2.3. Model representation

In homogeneous media volume properties o, and o.v do not 
depend on position x. In inhomogeneous media these prop­
erties depend on the actual position.

In case of measured data, material properties are usually 
stored in a 3D voxel grid, and are assumed to be constant 
or linear between voxel centers. Let A be the distance of the 
grid points. The total extinction of a voxel can be expressed 
by the following new parameter that is called the opacity and 
is denoted by a:

1 -c,A , : GiA. (5)

The primary source of the illumination may be the sur­
faces. light sources, or the volume itself. These can be taken 
into account by either adding a source term to the right side 
of equation (I) or by enforcing boundary conditions making 
the radiance of the volume equal to the prescribed radiance 
of the source.

In this paper we assume that the primary source of illumi­
nation is a single point source. This case has not only high 
practical relevance, but more complex sources can also be 
traced back to the collection of point sources.

2.4. Solution methods

Cerezo et al. - classified algorithms solving the radiative 
transport equation as analytic, stochastic, and iterative.

2.4.1. Analytic solution methods

Analytic techniques rely on simplifying assumptions, such 
that the volume is homogeneous, and usually consider only 
the single scattering case '

Single scattering approximation

Radiance L(x, a )  is often expressed as the sum of two terms, 
the direct term Lj that represents unscattered light, and the 
media term Lm that stands for the light component that scat­
tered at least once:

£(.?, m) =  Lrf (t  ®) + Lm [x, Cű).

The direct term is reduced by absorbtion and out-scattering:

^  =  -G,{x)Ld{x,th).
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-at{x)Lm{x,é) + Gs{x)Q{x,é).

The media term is not only reduced by absorption and out- 
scattering, but also increased by in-scattering:

=  -c,{x)Lm{x,(ó)+ 
as

Os{x) j  [Lj{x,(h) + L,n{x,w')) P{&'■ S))dOi'. 
n

Note that this equation can be re-written by considering the 
reflection of the direct term as a volumetric source:

=  -  o, (x) L,„ (,r, &) + as

ds{x) j  L,„ (,?, cű')P(ö' • m)d(ű' + o,v(T)ö(í, ro), (6)
íí

where the source intensity is:

Q(x.é) = J Lii{x,Ö)')P{é' m,x)da .
a

The single scattering approximation ignores the in-scattering 
of the media term, and simplifies equation (6) as:

dLnj 
ds

This is a linear differential equation for the media 
term, which can be solved analytically. For homogeneous 
medium, the integrals of the solution can be expressed in 
a tabular or even in closed analytic form " .I n  inhomo­
geneous medium, ray marching should be executed twice: 
once for light rays to get Q. and once for accumulating the 
radiance for visibility rays.

2.5. Stochastic solution methods
In order to get the radiance of a point, all photon paths con­
necting the light source to this point via arbitrary number 
of scattering points should be considered and their contri­
butions be added. As the location of a single scattering can 
be specified by three Cartesian coordinates, the contribution 
of paths of length / can be expressed as a 3/-dimensional 
integral. As I can be arbitrary, we should deal with high­
dimensional (in fact infinite-dimensional) integrals. Such 
high-dimensional integrals can be evaluated by Monte Carlo 
quadrature that samples the high-dimensional domain ran­
domly and approximates the integral as the average of the 
contribution of these random paths, divided by the probabil­
ity of the samples The error of Monte Carlo quadrature 
taking N  samples is in To speed up the compu­
tation by a linear factor, ray samples are reused for many 
pixels, storing partial results, for example, in photon maps

2.5.1. Iterative solution methods
Iteration obtains the solution as the limiting value of an it­
eration sequence. In order to store temporary radiance esti­
mates, we use a finite clement representation. Popular finite

element representations include the zonal method ” , spher­
ical harmonics radial basis functions -̂, metaballs, etc. or 
can exploit the particle system representation ”  or BCC 
and FCC grids

Substituting the finite element approximation, the trans­
port equation and the projection into the finite element basis 
simplify to a system of linear equations. Iteration obtains the 
solution as the limiting value of the iteration sequence. The 
convergence is guaranteed if T is a contraction, i.e. for some 
norm of this matrix, we have

IIT -L IK ^L II, X <1,

which is the case if the albedo is less than 1.

Note the error is proportional to the norm of the difference 
of the initial guess Lq and the final solution L and reduces 
with the speed of a geometric series, i.e. it is in O(X^) after 
N  steps.

3. The proposed method

As photons travel in the considered volume, they may get 
scattered several times before they get absorbed, leave the 
volume or get captured by a detector. The material proper­
ties are defined by a 3D voxel grid at high resolutions. The 
transport problem is usually solved by Monte Carlo simula­
tion that directly mimics the physical process. However, this 
approach cannot reuse partial paths.

In order to re-use a single random sample for all cam­
era positions, the path simulation is decompo.sed to random 
shooting part and to a deterministic gathering part. We also 
define a global radiance estimation part, which can be exe­
cuted independently or can be merged with shooting.

During shooting, random paths are generated that origi­
nate in the source. A single path contains several rays. The 
output of shooting is the collection of scattering points and 
the incident energies.

The global radiance estimation part converts these scatter­
ing points to reflected radiance values in voxels. If m parti­
cles are scattered at voxel of volume AV and their powers
and incident directions are Ad>i,...,A<I>m and tO]__ ,(űm,
respectively, then the radiance of the voxel located at point x

L{x, Oieyi
d-O _  I ltiA<I>;P(á,.CÚ.«-)

o, (.íjdtüdT di{x) AV

The merging of this step with shooting has both advantages 
and disadvantages. The disadvantage is that threads gener­
ating different paths must accumulate their contribution in 
the global 3D voxel array, which requires atomic add oper­
ations. The separate global radiance estimation could solve 
this problem without atomic adds if we allocate a thread for 
every voxel, but this extra pass has additional computational 
cost. Here we discuss a solution that obtains the particles
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scallered in a given voxel, and immediately calculate the ra­
diance towards the eye in the shooting part.

Kinally, the gathering part obtains the pixel values for 
a particular camera position by tracing rays from the eye 
through the image pixels. As the deterministic connection 
does not consider additional scattering events, only the accu­
mulated extinction needs to be calculated between the scat­
tering points and the eye.

3.1. Shooting

Our shooting algorithm computes the radiance at every 
voxel, by simulating random paths. Originally, the radiance 
Z. is set to zero, then the radiance values are increased by the 
shooting path contributions.

for each path sample do 
terminated = FALSE;
Generate initial direction to; 
while not terminated;

Advance by free path length to voxel', 
if out of volume then terminated = TRUE; 
else

^voxel ^photon^^^pholon-i^eye\.
Absorption prob -  aa(voxel)/a,{voxel)', 
if absorption then terminated = TRUE; 
else Sample new direction to; 

endif 
endwhile 

endfor
for each voxel do Lvmr/ /= ^^mxel^t[voxel)'.

The random part of the algorithm involves tree-path sam­
pling, absorption handling, and scattering angle sampling. 
The deterministic part computes accumulated extinction. In 
the following subsections we discuss how these elementary 
tasks can be solved by parallel programs.

3.1.1. Free path sampling

We implemented two different free path sampling methods. 

Inversion method

The cumulative probability distribution of the length along a 
ray of origin x and direction to is

P[s) =  I -  exp i - j a , ( x é,S)dS

which can be sampled by transforming a uniformly dis­
tributed random variable r; and finding s = nAs where a run­
ning sum exceeds the threshold of the transformed variable;

n-]
O/ (.f -I- ö)iAs)As < — log r\ < ^  a, (T -f (hiAs)As. 

i=0 i=0

Eor light photons total cross section G, is specified inde­
pendently on the representative wavelengths.

Woodcock tracking

Woodcock tracking provides an alteniative method to ray 
marching that visits all voxels along a ray. Woodcock track­
ing samples free path lengths with the maximal extinc­
tion coefficient o"”**, advances the ray with sampled dis­
tance — (logr)/a™ ’‘ where r is a uniformly distributed ran­
dom variable in (0,1], and decides with probability o, 
whether it is a real collision point or a virtual one due to 
not sampling with the real extinction coefficient. If a virtual 
point is found, then neither the energy nor the direction is 
changed, and the same sampling step is repeated from there.

Let us consider the change of the cumulative distribution
P[s) by dx;

P[.s f  dx) =  P[s) -f (I — F(x))ai(x)dx.

Woodcock tracking generates samples as

P[s + ds) =  P(x) + (1 -  F(x))o™“ ds =

P(x)4-(1 -F(x))c,(x)dx-f (1 - F ( x ) ) ( o r ’‘ -0,(x))dx

where P(x)o, (x)dx and P(x)(oJ'’‘”‘ — a, (x))dx are the prob­
abilities of real and virtual collisions, respectively. Thus, if 
a collision is declared as real with probability a/(x)/aj’'“ , 
then we select according to the real extinction coefficient.

3.2. Extension to y-photons

Eor y-photons we can use the same methods. The only dif­
ference is that the simulation is executed on many wave­
lengths, so we cannot assume that the voxel array stores 
the extinction parameters for the wavelength of the simu­
lation. Instead, we store the scaled electron density C(x) in 
the voxel array, and obtain the extinction parameters on the 
fly depending on the energy of the simulated photons. We 
shall assume that the photoelectric effect is negligible, thus 
the extinction coefficient becomes equal to the scattering co­
efficient, which is computed as the product of the electron 
density fetched from the voxel array and the integral of equa­
tion 2. Instead of computing this integral each time when a 
scattering coefficient is needed, we prepare these values in 
a one-dimensional texture (Figure 3) in the preprocessing 
phase for Eq = Emax/l 28,2Eniax/ 128,... ,Fmax where Emax 
is the energy of the photons emitted by the source. During 
sampling, cSs[x,Eq) is obtained as the product of the pre­
pared values and the scaled density of electrons C as speci­
fied in equation (3).

3.3. Scattering direction

3.3.1. Light photons

We consider the case of isotropic scattering for light photons, 
thus the scattering direction has uniform distribution.
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0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1

Figure 3; Texture T\ storing value CSs{Eo) for address 
Eo/E max-

3.3.2. Y'Photons

The sampling of the scattering direction for y-photons re­
quires to sample according to phase function Pkn-

texture T_2(eps0,r)

Figure 4: Texture T2 storing cos0 that is the solution of 
equation v =  CDF(cos0,£'o) texture coordinate pair 
(Eq/E maX'V).

The cumulative probability distribution with respect to 
COS0 is

CDF(c,Eq) =  F(cos0 < c|scattering) =

2k cJ j  F’A'A'(cos0.£’o)dcos0d(|):
0 -1

271 r 
o,s(£o) J

The cumulative distribution is just a one-variate integral for 
a given incident energy Eq. Let us compute these integrals 
for regularly placed discrete samples of Eq 6 [0, £max] and 
let us store the solution of equation

v =  CDF{c,Eq)

in a 2D array, called texture T{u,v), addressed by texture 
coordinates u = Zso/Fmax and v. Note that this texture is in­
dependent of the material properties and should be computed 
only once during pre-processing.

During particle tracing the direction sampling is executed 
in the following way. Random or quasi-random sample rj € 
[0,1) is obtained and we look up texture T{u,v) with it and 
with the incident energy u =  Eo/^max and v =  f2 resulting 
in the cosine of the scattering angle. Note that the texture 
lookup automatically involves bi-linear interpolation of the 
pre-computed data at no additional cost. Using the Compton 
formula, the scattered energy is computed. The other spher­
ical coordinate (j) is sampled from uniform di.stribution, i.e. 
(|) =  2717-3 where r3 is a uniformly distributed random value 
in the unit interval. Let us establish a Cartesian coordinate 
system i, j, k where k =  to' is the incident direction, and:

k X V
JIkx v|

X k. (7)

Here v is an arbitrary vector that is not parallel with w'. Us­
ing these unit vectors, the scattering direction co is:

(0= sin0cos(j)i-l-sin0sin(t)j + cos0k. (8)

3.4. Gathering

e-l-e‘̂ — e^(l —cos'0)dcos0.

Having obtained the voxel radiances the image is computed 
by accumulating the radiance values along each viewing ray.

4. Results

The proposed methods have been implemented in CUDA 
and their performance has been measured on an NVIDIA 
GeForce 9600 GPU at 600 x 600 resolution. The electron 
density of the head model is stored in a 128  ̂resolution voxel 
array.

We followed photons until at most 5 scattering points. 
The results are shown by Figure 5 for light photons and by 
Figure 6 for -y-photons. Our implementation of the inversion 
method can trace 1 million photon paths of length at most 5 
in about 12 sec on the frequency range of visible light and in 
24 sec on the frequency range of y-photons. The slow down 
of the simulation of y-photons is due to the more compli­
cated sampling of the photon energy and scattering direc­
tion. Interestingly, Woodcock tracking is not faster than the 
inversion method, although it reads the voxel volume less of­
ten. The reason of its poor behavior is that it has incoherent 
texture access patterns, which degrades texture cache utiliza­
tion.
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0.3 million photons 3 million photons 15 million photons

Figure 5; Light photon tracing with the inversion method (upper row) and with Woodcock tracking (lower row).

0.3 million photons 3 million photons 15 million photons

Figure 6: Light photon tracing with the inversion method.
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5. Conclusions

This paper proposed an effective method to solve the radia­
tive transport equation in inhomogeneous participating me­
dia on the GPU. We used Monte Carlo particle tracing, and 
implemented the algorithm on the massively parallel GPU 
architecture. This way, the transport simulation requires just 
a few seconds, i.e. it is almost interactive, which is a great 
speed up with respect to CPU simulations running for min­
utes and even for hours.
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Abstract
In this paper, we overview our recent results in the area of optimal regular volume sampling. First, we show that 
our prefiltered B-spline reconstruction technique can be efficiently used for quasi-interpolation on the optimal 
Body-Centered Cubic (BCC) lattice. This approach provides higher visual quality than the non-separable box­
splinefiltering previously proposed for BCC-sampled data. Afterwards, we demonstrate that a volumetric data 
set acquired on a traditional Cartesian Cubic (CC) lattice is worthwhile to upsample on a higher-resolution BCC 
lattice in the frequency domain. The obtained BCC-sampled volume representation is then interactively rendered 
by using a GPU-accelerated trilinear B-spline reconstruction. Although this technique doubles the storage re­
quirements, it ensures similar reconstruction quality as a cubic filtering on the original CC-sampled data, but fiol­
án order o f magnitude lower computational cost. Last but not least, we show that the Filtered Back-Pro jection 
(FBP) algorithm can be adapted to acquire volumetric data directly on a BCC lattice.

Categories and Subject Descriptors (according to ACM CCS): 1.3.7 [Computer Graphics]: Three-Dimensional 
Graphics and Realism: 1.4.5 [Image Processing and Computer Vision[: Reconstruction; 1.4.10 [Image Process­
ing and Computer Vision]: Volumetric Image Representation

1. Introduction

In the last couple of years, the application of BCC sampling 
in volume modeling and visualization received increased at­
tention. It has been shown that the theoretical advantages of 
BCC sampling can be exploited also in practice by using 
appropriate reconstruction schemes “ lo s 913 Unlike the 
CC lattice, the BCC lattice is optimal for sampling spher­
ically band-limited signals Therefore, to perfectly re­
construct such a signal from its discrete representation, about 
30% fewer samples per unit volume have to be taken on 
a BCC lattice than on an equivalent CC lattice. Although 
practical signals can hardly be considered band-limited, it is 
still favorable if the sampling scheme does not prefer drasti­
cally any specific direction. For example, images generated 
from CC-sampled volumetric data usually show axis-aligned 
staircase aliasing even if a high-quality filter is applied for 
the reconstruction *■’. Despite this drawback, the CC lattice is 
still a de facto standard in 3D data acquisition and visualiza­
tion mainly because of efficiency reasons. The CC samples 
can be easily stored and referenced in a 3D array, and the 
resampling can be efficiently implemented by using a fast 
separable filtering. In order to suppress the axis-aligned arti­

facts, recently a non-separable filter has been proposed even 
for reconstruction on the separable CC lattice ‘2. Neverthe­
less, the evaluation of this seven-directional box-spline fil­
ter is not supported by the current GPUs and also its CPU 
implementation is rather inefficient compared to that of the 
popular tricubic B-spline resampling. As an alternative solu­
tion, we proposed to sample the original signal on an optimal 
BCC lattice and to apply tensor-product B-spline filters for 
the continuous reconstruction The B-spline filtering on 
the BCC lattice can be efficiently implemented on a current 
GPU and ensures an isotropic suppression of the postalias­
ing effects. Recently, we investigated the practical utility of 
this approach from several aspects  ̂ The results of this in­
vestigation are summarized in this paper.

2. Related Work

Based on the arguments of Petersen and Middleton ‘®, 
TheuBl et al. were first to recommend BCC sampling for 
volume modeling and visualization. One of the most im­
portant aspects of rendering BCC-sampled data is the con­
tinuous reconstruction from the discrete samples. For the 
CC lattice, reconstruction filters are usually designed in ID

185



Csébfalvi and Domonkos /  Recent Results on Optimal Regular Volume Sampling

and extended to 3D by a separable tensor-product extension 
. However, the advantageous properties of a ID filter are 

not necessarily inherited in 3D if its separable extension is 
used for reconstruction on the non-separable BCC lattice. 
As an alternative, a spherical extension might seem to 
be a natural choice especially for the BCC lattice, which is 
optimal for sampling spherically band-limited signals. Nev­
ertheless, the main disadvantage of this approach is that 
in the frequency response of a spherically extended filter, 
zero-crossings at the points of the dual Face-Centered Cu­
bic (FCC) lattice are difficult to guarantee " . These zero- 
crossings are necessary for a reconstruction of high approxi­
mation order that can perfectly reproduce polynomials up to 
a certain degree 21 2.3 Although early reconstruction meth­
ods still attempted to use either separable or spherically 
extended filters on the BCC lattice, the results did not re­
flect the theoretical benefits of optimal sampling. For exam­
ple, the application of spherical filters resulted in rather 
blurry images, while the separable sheared trilinear inter­
polation 22 16 led to an anisotropic reconstruction. The first 
non-separable filters that are tailored to the geometry of the 
BCC lattice were proposed by Entezari et al. In a CPU 
implementation ‘3, their linear and quintic box-spline fil­
ters were twice as fast to evaluate as the equivalent B-spline 
filters on the CC lattice, which are the trilinear and tricu- 
bic B-splines respectively. However, in a GPU-accelerated 
ray-casting application the non-separable box-spline fil­
tering on the BCC lattice was still slower than the separa­
ble B-spline filtering on the CC lattice 20, Another family 
of non-separable filters is represented by the BCC-splines ^ 
which generalize the Hex-splines for the BCC lattice. The 
Hex-splines were originally proposed by Van De Ville et al. 
2'’ for the hexagonal lattice, which is optimal for sampling 
circularly band-limited 2D signals. The BCC-splines were 
evaluated by a discrete approximation and their analytical 
formulas are not known yet. Cs bfalvi recommended a pre­
filtered Gaussian reconstruction scheme  ̂adapting the prin­
ciple of generalized interpolation ' to the BCC lattice. This 
method was extended also to the B-spline family of filters 

and a fast GPU implementation was proposed. Accord­
ing to our best knowledge, the prefiltered B-spline recon­
struction is the fastest technique up to now that can be used 
for rendering BCC-sampled data interactively. In this paper 
we present two improvements. First, we demonstrate how to 
guarantee certain polynomial approximation orders by us­
ing appropriate discrete prefilters. Second, we show that the 
prefiltered B-spline reconstruction is worthwhile to apply on 
a BCC-sampled volume that is obtained by upsampling an 
originally CC-sampled data. Additionally, we adapt the FBP 
algorithm to naturally acquire data on a BCC lattice.

3. Prefiltered B-Spline Reconstruction

The Prefiltered B-Spline Reconstruction (PBSR) scheme 
exploits that the BCC lattice consists of two interleaved CC 
lattices, where the second CC lattice is translated by a vector

[j, 2] ^'8- Thus, the reconstruction can be per­
formed separately for these two CC lattices by using the 
standard trilinear or tricubic B-spline resampling twice and 
averaging their contributions. This evaluation is equivalent 
to the convolution of the BCC samples with the given B- 
spline filter kernel. The trilinear and tricubic filters are de­
fined as the tensor-product extensions of the B-splines of or­
ders one and three, therefore we denote them by p' and P̂  
respectively. The tricubic B-spline can also be obtained by 
convolving the trilinear B-spline with itself: p  ̂=  p’ * p’ 21.

Figure 1: The BCC lattice as two interleaved CC lattices. 
The red CC lattice is translated by a vector [ j]-

In order to better fit the separable B-spline resampling to 
the geometry of the BCC lattice, a non-separable prefilter­
ing has been proposed Unfortunately, the scheme of gen­
eralized interpolation ‘ cannot be applied, since a discrete 
prefiltering that makes the B-spline reconstruction interpo­
lating on the BCC lattice theoretically does not exist. This 
claim can be justified by a frequency-domain analysis. The 
Fourier transform of the trilinear B-spline p’ is

P*(w) =  [sinc{(s)x)sinc((0y)sinc{(0:)]^, ( 1)

where ta = [co,v,(0,.,cO;]̂  and sinc{t) =  ■ For general­
ized interpolation, the prefilter should be the inverse of the 
BCC-sampled reconstruction kernel. If the trilinear kernel 
(which is not interpolating on the BCC lattice) is sampled 
on the BCC lattice, its Fourier transform p’ (ui) is replicated 
around the points of the dual FCC lattice:

P‘ (x) X  ö(x-G k)< í^ |detG | ^  p '(w -2 n G k ), (2)
kez^ kez^

where the generator matrix of the BCC lattice is

and the generator matrix of the dual FCC lattice is

1 -1 -1
-1 1 -1
-1 -1 1

0 -1 -1
-1 0 -1
-1 -1 0
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Since (2) equals zero for any co =  2k[u,v,wY , where 
«, V, w G Z and n + v + h> is odd, the BCC-sampled trilinear 
kernel is not invertible. Similarly, the BCC-sampled tricubic 
B-spline is not invertible either as its Fourier transform is

[detGI X
kez3

-  27iGk), (3)

where P^(w) P*(to) • p*(w). In the previous work a 
frequency-domain solution has been proposed that mimics 
the prefiltering for generalized interpolation such that the ap­
proximation error at the lattice points, which is controlled by 
a free parameter, can be made arbitrarily small. Neverthe­
less, this approach does not ensure a certain order of accu­
racy at an arbitrary sample position.

4. Quasi-Interpolation on the BCC Lattice

An originally continuous 3D function /(x ) can be recon­
structed from its discrete samples by a linear combination 
of shifted copies of a basis function (p(x):

/ ( x ) « / ( x ) =  X  (4)

where G is the generator matrix of the sampling lattice and 
the coefficients c[k] are determined from the discrete sam­
ples /[k] =  /(G k). If /(G k) =  /[k] for each k G Z ^ the 
reconstruction is an interpolation, that is, the accurate func­
tion values are reproduced at the lattice points. The inter­
polation condition is trivially satisfied if the reconstruction 
kernel <p is interpolating on the given lattice ((p(Gk) = 5^) 
and c|k] = /|k ]. If cp is not interpolating then generalized 
interpolation ‘ can be applied to calculate coefficients c[k] 
such that the interpolation condition is still satisfied.

In volume-rendering applications, interpolation is not 
necessarily the best way of reconstruction. The discrete vol­
ume representation has to be resampled at arbitrary posi­
tions. therefore it is favorable to guarantee a uniform distrib­
ution of the approximation error in order to avoid visual arti­
facts. Forcing a higher-degree approximate function to pass 
exactly through the sample values, however, usually leads to 
overshooting that appears as a ringing artifact in the images 
generated by volume rendering ‘5.

Another alternative for function reconstruction is quasi­
interpolation 2 T which sacrifices the interpolation condition 
to increase the global approximation quality such that /(x ) 
well approximates /(x ) at an arbitrary position x. An excel­
lent framework on quasi-interpolation on the 2D hexagonal 
lattice was published by Condat and Van De Ville T It is im­
portant to note that their conditions for quasi-interpolation 
are not restricted to 2D lattices but applicable to any multi­
dimensional lattice. By definition, quasi-interpolation of or­
der L perfectly reconstructs a polynomial of degree at most 
L -  This is usually achieved by a discrete prefiltering, 
where coefficients c[k] are produced by convolving the data 
values /[k] with a discrete prefilter p. Quasi-interpolation

of order L is equivalent to the following condition  ̂ for the 
prefilter p\

p{Lo)^{tjo-2nGV.) = \  \ 0 (||w ||^) forevery k 6 Z ^  (5)

where p  and tp are the Fourier transforms of the prefilter 
p  and the reconstruction filter cp respectively. Matrix G is 
the generator matrix corresponding to the dual (the Fourier 
transform) of the sampling lattice. Additionally, it is neces­
sary for a quasi-interpolation of order L that the reconstruc­
tion kernel cp satisfies the well-known Strang-Fix conditions

(p(0) 7̂  0 and (p(u; — 27tGk) = 0(||u ;|| ) for every k /  0.
(6)

Thus, the frequency response of the reconstruction filter has 
to guarantee zero-crossings of order at least L at the dual 
lattice points except the origin. The order of such a zero­
crossing is referred to as the number of vanishing moments 

and it is not necessarily the same for all the dual lattice 
points. The approximation power i  of a filter is defined as 
the minimal number of its vanishing moments.

4.1. Quasi-Interpolation versus Generalized 
Interpolation

Unlike the tensor-product B-splines, the non-separable box 
splines can be used also for interpolation on the BCC lattice. 
The linear box spline is interpolating itself and the quintic 
box spline can be made interpolating by an appropriate dis­
crete prefiltering This is definitely an important theoretical 
advantage of the non-separable box splines. However, we re­
cently derived a prefilter of HR for quasi-interpolating Pre­
filtered Cubic B-Spline Reconstruction (PCBSR) *, which 
makes the pass-band behavior similar to that of the in­
terpolating Prefiltered Quintic Box-spline Reconstruction 
(PQBXR), but in the stop band, well preserves the isotropic 
antialiasing effect of the tricubic B-spline.

Applying the scheme of generalized interpolation * on the 
BCC lattice, the data samples have to be convolved with the 
inverse of the BCC-sampled reconstruction kernel. Conse­
quently, the Fourier transform of the discrete prefilter q that 
makes the quintic box-spline reconstruction interpolating is 
defined as follows:

q(a:)
1 1

ZkeZ3Ais2(w-2nGk)
(7)

where ,f(u>) is the Fourier transform of the discrete deconvo­
lution filter s[k] produced by sampling the quintic box-spline 
Afez on the BCC lattice and normalizing the BCC samples: 
s[k] = |det G|Afe2(Gk), In Equation (7), the Fourier trans­
form of the quintic box spline is

4
M^2{u ) =  = ^sin c^{^ lu r), (8)

k^l
where vectors are defined by the directions of the first
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nearest BCC neighbors:

1
-1
-1

Note that the approximation power of the tricubic B- 
spline on the BCC lattice is L =  4 (see the details in Sec­
tion 4.2), therefore it can potentially be applied for quasi­
interpolation of order four by using an appropriate discrete 
prefiltering. The key idea for finding a good HR prefilter also 
for PCBSR was to utilize the advantageous properties of pre­
filter q. More concretely, we proposed to perform prefilter­
ing by q twice to fully exploit the approximation power of 
the tricubic B-spline. Our approach is based on the follow­
ing theorem.

Theorem 4.1 By convolving q with itself, a prefilter is ob­
tained that makes PCBSR quasi-interpolating of order four 
on the BCC lattice.

Proof It is well-known that generalized interpolation, which 
combines a discrete HR prefilter p  with a reconstruction fil­
ter (p of approximation power L, satisfies the following sat­
isfactory condition for quasi-interpolation of order Z, 2,3;

^  =  (p(c )̂ + 0(||u ;||"). (9)

Since the approximation power of the quintic box spline is 
Z = 4 using q as prefilter p  and as reconstruction 
filter (p, we obtain

q{uj) ( 10) 

0

-((ŰX + + K>z) + OdIwII"*). ( 11)

Therefore, the Taylor series expansion of around uj 
gives

=  1 -  —^(w) 12
The direct use of q would not make PCBSR quasi- 
interpolating of order four. However, using q*q  as prefilter 
p and as reconstruction filter 9, condition (9) for i  =  4 is 
already satisfied:

— ^ 2  =  [1 -  ^ (m ?  f + (0.?) 4 0 ( ||a . || ') ] ' (12)
q{ujf

— 1 “  0 +®v +® ;) + 0(11® ll"*)  ̂' P^(®) + 0(||io||'*)

□

4.2. Frequency-Domain Analysis

It is easy to see that the approximation powers of the trilin- 
ear and tricubic B-splines are the same as that of the linear 
and quintic box splines, which are two and four respectively. 
Their energy in the stop band, however, is distributed rather 
differently. If the frequency-domain decay of a reconstruc­
tion filter is short, like in case of B-splines and box splines.

then mainly those aliasing spectra contribute to the postalias­
ing effect that are the closest to the primary spectrum. These 
aliasing spectra are located around the nearest twelve FCC 
lattice points, which are [±2n, ±2it,0], [±271,0,±2ti], and 
[0, ±2ti, ±2n]. At these aliasing frequencies, the trilinear and 
tricubic B-splines ensure /owe and eight vanishing moments 
respectively. In contrast, at these points of the frequency do­
main, the linear and quintic box splines guarantee just the 
minimal number of their vanishing moments, which are two 
and four respectively. As a consequence, based on the theory 
developed by Entezari et al. '’f  the tensor-product B-splines 
can suppress the postaliasing effect more efficiently on the 
BCC lattice than the non-separable box splines of the same 
approximation powers.

Figure 2: Resultant frequency responses after an HR pre- 
filtering. Left: PCBSR combined with our HR prefiller q*q. 
Right: Interpolating PQBXR. The images represent the cen­
tral slice ((ÜZ = Oj o f the frequency response in the domain 
[—4n,47c] ,̂ where the green rhombus depicts the border of 
the pass band and the red dots depict the FCC lattice points.

Fig. 2 shows the central slice of the resultant frequency 
response for both the quasi-interpolating PCBSR and the in­
terpolating PQBXR. In order to emphasize the stop-band 
behavior, we displayed the frequency responses with gray 
levels proportional to the cube root of the original values, 
PCBSR ensures much less postaliasing especially around the 
nearest FCC lattice points, whereas PQBXR provides a little 
bit better pass-band behavior with less oversmoothing.

4.3. Experimental Analysis

We have compared our PCBSR to PQBXR by ren­
dering BCC-sampled representations of the well-known 
Marschner-Lobb signal In order to implement the de- 
convolution, in both cases we used a frequency-domain so­
lution proposed by Cs bfalvi and Domonkos The results 
are shown in Fig. 3. Note that, using our quasi-interpolating 
PCBSR, the circular level lines are almost perfectly re­
constructed even from the lower-resolution volume rep­
resentation that samples the test signal near the Nyquist 
limit. In contrast, the interpolating PQBXR produces visi­
ble direction-dependent aliasing unless the signal is sampled 
at a higher resolution. Although the average angular error 
of the gradients calculated by PCBSR is slightly higher (see 
Fig. 4), the error is much more uniformly distributed than in 
case of PQBXR.
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Figure 3: Reconstruction o f the Marschner-Lobb signal us­
ing PCBSR with our HR prefilter q*q (upper row) and the 
interpolating PQBXR (lower row). Left column: Reconstruc­
tion from 32 x 3 2 x  32 x 2  BCC samples. Right column: Re­
construction from 64 X 64 X 64 X 2 BCC samples.

5. Frequency-Domain Upsampling on a BCC Lattice

Our quasi-interpolating PCBSR technique has been pro­
posed for volumetric data acquired on an optimal BCC lat­
tice However, the idea of BCC sampling for 3D data ac­
quisition is relatively new, therefore the recent 3D scanning 
technologies, such as CT or MRl, usually produce data on a 
traditional CC lattice. In this section, we demonstrate that it 
is still worthwhile to convert CC-sampled data onto a BCC 
representation ^

For real-time visualization of CC-sampled volume data, 
usually the trilinear filter is used, since its evaluation is di­
rectly supported by the recent GPUs. Nevertheless, the tri­
linear filter provides poor quality if the data is not sampled 
at an appropriate frequency. In order to increase the recon­
struction quality, two fundamentally different strategies can 
be followed. The first strategy is to apply higher-order filters 

such as the cubic B-spline or the Catmull-Rom spline. 
These filters, however, are much more expensive computa­
tionally than the popular trilinear filter. A trilinear sample 
is calculated from the eight nearest voxels, whereas the cu­
bic filters take the nearest 64 voxels into account. In prac­
tice, a filter of a larger support can drastically decrease the 
rendering performance because of the costly cache misses. 
Although it has been shown that a cubic filtering can be ef­
ficiently implemented on the recent GPUs by calculating a 
weighted average of eight trilinear texture samples the 
trilinear filtering is still significantly faster.

The second strategy for improving the quality of local 
resampling is to combine the complementary advantages 
of spatial-domain and frequency-domain techniques. In a

Figure 4: Angular error o f the gradients reconstructed by 
PCBSR combined with our HR prefilter q * q (upper row) 
and the interpolating PQBXR (lower row). Angular error of 
30 degrees is mapped to white, whereas angular error o f zero 
degree is mapped to black. Left column: Reconstruction from 
32 X 32 X 32 X 2 BCC samples. Right column: Reconstruc­
tion from 64 X 64 X 64 X 2 BCC samples.

preprocessing step, the initial volume is upsampled in the 
frequency-domain implementing the sine interpolation by 
either zero padding or phase shifts After the preprocess­
ing, the obtained higher-resolution volume is resampled in 
the spatial domain by using a filter of a smaller support. 
Generally, the smaller the support of a filter, the higher is its 
postaliasing effect However, the upsampling can poten­
tially compensate the higher postaliasing effect of a cheap 
reconstruction filter. The major drawback of this approach 
is that the memory requirements are drastically increased. 
For example, if the volume resolution is doubled along each 
axis, the number of voxels is increased by a factor of eight, 
which might be prohibitive in practical applications.

In order to attain the highest reconstruction quality for a 
fixed storage overhead, we recently proposed a frequency- 
domain upsampling of CC-sampled data on an optimal BCC 
lattice rather than on a higher-resolution CC lattice T The 
obtained BCC representation is rendered by using a simple 
GPU-accelerated trilinear B-spline reconstruction. Although 
this approach doubles the storage requirements, it provides 
similar quality as the most popular cubic filters, but for a 
significantly lower computational overhead.

5.1. Preprocessing

As it is demonstrated in Figure i , the BCC lattice consists 
of two interleaved CC lattices. Assume that the volume is 
originally sampled on the blue CC lattice. If this lattice suffi­
ciently samples the underlying signal, the samples on the red

i l l

i |

Tii!
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lattice can be obtained by a sine interpolation implemented 
as a frequency domain phase shift. Based on the shifting the­
orem, the DFT of the blue samples is modulated

by xhe red samples are obtained by trans­
forming the result back into the spatial domain. In this way, a 
BCC-sampled volume data is produced, which oversamples 
the original signal. Although the BCC upsampling yields 
a redundant volume representation, it is still more reason­
able than an upsampling on an equivalent CC lattice, which 
would result in 30% more samples.

5.2. Rendering
The upsampling makes sense if the obtained BCC-sampled 
volume can be resampled by a computationally cheap filter 
more efficiently than the original CC-sampled volume using 
a higher-order filter. Additionally, the reconstruction quality 
is required to be at least competitive. Therefore, the choice of 
the continuous reconstruction filter is of crucial importance 
in our method.

In a CPU implementation, the quintic box-spline filtering 
on a BCC lattice is twice as fast as an equivalent tricubic 
B-spline filtering on a CC lattice Nevertheless, in a GPU 
implementation, the tricubic B-spline filter is still faster to 
evaluate, since unlike the quintic box-spline filter, it can uti­
lize the direct hardware support for trilinear texture fetching 
'T As we focused on GPU-based real-time volume render­
ing, we rejected the quintic box spline as an alternative, A 
GPU-accelerated tricubic B-spline reconstruction is slower 
on a BCC lattice than on a CC lattice therefore this alter­
native was also rejected. In the state of the art, there were 
really just two linear filters left that could be considered 
for efficiently rendering BCC-sampled data. One of them 
is the four-directional linear box spline and the other 
one is the trilinear B-spline In order to analyze these fil­
ters in terms of both quality and efficiency, we implemented 
a texture-based isosurface rendering application using opti­
mized shader codes for the resampling.

We rendered a measured data set, which is a CT scan of a 
carp. First we tried to reconstruct the skeleton from the initial 
128 X 128 X 256 CC samples. Figure 5 shows that a simple 
trilinear interpolation causes severe staircase aliasing. Us­
ing a tricubic B-spline reconstruction, the staircase artifacts 
are avoided, but the fine details are removed. In contrast, 
an interpolating prefiltered tricubic B-spline reconstruction 
gives an excellent result. Note that the linear reconstruc­
tion schemes combined with our BCC upsampling guarantee 
similar visual quality as a cubic filtering on the initial CC- 
sampled data. On the BCC lattice, the trilinear B-spline filter 
reduces the postaliasing effect more efficiently than the lin­
ear box-spline filter, but the latter is better in reconstructing 
the fine details. Concerning the efficiency, the trilinear B- 
spline filtering is an order of magnitude faster than the linear 
box-spline filtering or a tricubic B-spline filtering on the CC 
lattice.

/U)

6. Tomography Reconstruction on the BCC Lattice

In order to naturally acquire volumetric data on a BCC lat­
tice, we adapted the well-known FBP algorithm and tested it 
on a real CT scanner provided by Mediso Medical Imaging 
Systems. We generated theoretically equivalent CC-sampled 
and BCC-sampled volume representations and rendered the 
obtained data sets by using the trilinear and tricubic B-spline 
filters. Figure 6 shows the reconstruction of a mouse skele­
ton from the discrete samples. Note that, due to its optimal­
ity, the BCC sampling requires about 30% fewer samples to 
store. Nevertheless, the quality of the Images produced from 
the BCC-sampled data is still higher than that of the images 
produced from the CC-sampled data.

Figure 6; Trilinear (upper row) and tricubic (tower row) B- 
spline reconstructions o f a mouse skeleton. Left column: Re­
construction from 424 X 424 X 509 CC samples. Right col­
umn: Reconstruction from 300 x 300 x 360 x 2 BCC sam­
ples.

1. Conclusion

In this paper, we have summarized our recent results on op­
timal regular volume sampling. We demonstrated that the 
tensor-product B-spline filters represent a reasonable alter­
native of the non-separable box splines previously proposed 
for the BCC lattice from both theoretical and practical as­
pects. Theoretically, the trilinear and tricubic B-splines can 
provide the same polynomial approximation orders as the 
linear and quintic box splines respectively. From a practi­
cal point of view, unlike the non-separable box splines, the 
tensor-product B-splines can utilize the fast trilinear texture- 
fetching capability of the recent GPUs. Therefore, they can 
be used for interactively rendering BCC sampled data pro­
duced by either upsampling or tomography reconstruction.
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Trilinear B-spline reconstruction from 128 x 128 x 256 CC samples.

Tricubic B-spline reconstruction from 128 x 128 x 256 CC samples.

Prefiltered tricubic B-spline reconstruction from 128 x 128 x 256 CC samples.

Trilinear B-spline reconstruction from 128 x 128 x 256 x 2 BCC samples.

Linear box-spline reconstruction from 128 x 128 x 256 x 2 BCC samples.

Figure 5: Reconstructing the skeleton o f a carp from 128 x 128 x 256 CC samples and from 128 x 128 x 256 x 2 
BCC samples obtained by a frequency-domain upsampling. The data set is courtesy o f h t t p : //www9. in fo rm a tik . un i-  
erlangen . d e /E x te rn a l/v o llib .
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LDNI alapú söpört térfogat generálása anyageltávolítás 
jellegű gépészeti szimulációhoz

Tukora B.' Szalay T.̂

' Műszaki Informatika Tanszék, Pollack Mihály Műszaki Kar. Pécsi Tudományegyetem. Pécs 
 ̂Gyártástudomány és -technológia Tanszék, Gépészmérnöki Kar, Budapesti Műszaki és Gazdaságtudományi Egyetem, Budapest

Abstract
A Pécsi Tudományegyetem Pollack Mihály Műszaki Karának Műszaki Informatika Tanszékén az elmúlt években 
kifejlesztésre került egy olyan gépészeti szimulációs eljárás, amely teljes egészében a grafikus hardveren fut, nagy­
fokú párhuzamosított végrehajtást téve ezzel lehetővé. Az eljárás specialitása, hogy bizonyos anyageltávolítás 
jellegű szimulációknál LDNI (Layered Depth-Normal Images) képeket használ a szerszám alakjának, vagy a szer­
szám által a szerszámpálya mentén végigsöpört térfogatnak a leírásához. Ez utóbbi generálásának hatékony mód­
ja kiemelt kutatási témát jelent a CAM rendszerek fejlesztőinek részére, újabb és újabb megoldások jelennek meg 
a szakirodalomban. Jelen írás a söpört térfogat generálásának grafikus hardver alapú módszerét mutatja be. E 
módszer speciálisan a korábban kifejlesztett gépészeti szimulációs eljáráshoz készült annak felgyorsítására: nem 
ad általános érvényű megoldást a problémára, de a söpört térfogat generálásának egy újszerű módját mutatja be, 
amely a számítógépes grafika hagyományos algoritmusaira épül.

1. Bevezetés

Az anyageltávolítás jellegű gépészeti szimulációk során 
olyan megmunkálásokat modellezünk, ahol egy adott formá­
jú vágószerszám egy bizonyos szerszámpálya mentén halad­
va anyagot távolit el a munkadarabból, így alakítva ki annak 
végső formáját. Ilyen műveletek például a marás vagy esz- 
tergálás. Ezek a szimulációk a CAM (Computer Aided Ma­
nufacturing) rendszerek szerves részei.

Kutatásunk során az anyagleválasztás szimulációt 
GPGPU alapokon végezzük el. Ez azt jelenti, hogy a 
munkadarab alakjának reprezentációja, az anyagcltávolí- 
tási számítások és a megjelenítés mind az általános célú 
számításokra alkalmas grafikus hardver (GPGPU) hatás­
körébe tartoznak. A módszer előnye abban rejlik, hogy a 
nagyrészt szekvenciális programfuttatást végző CPU-tól 
teljes egészében átveszi a GPU a feladatokat, nagyfokú 
párhuzamos végrehajtást biztosítva, a CPU-GPU közötti 
adatmozgás kiküszöbölésével pedig megszűnik a korlátozott 
sávszélesség okozta szűk keresztmetszet sebességcsökkentő 
hatása '

Anyageltávolítás szimulációnál a szerszám által kihasított 
anyagtérfogatot lépésről lépésre generáljuk a szerszám pil­
lanatnyi helyzetének megfelelően. A szerszám teljes moz­

gása során alakul ki az a söpört térfogat, amelynek eltávo­
lítása a készterméket eredményezi. Ha a szimulációs lépé­
sek között elég kicsi a szerszám által végzett elmozdulás, 
a szerszám által söpört térfogat az egymás után következő 
szerszámtérfogatok uniójaként értelmezhető, egy adott hiba­
határon belül. Amennyiben a hibaküszöbön belül maradás 
csak olyan kicsi elmozdulásokkal biztosítható, ami jelen­
tősen megnöveli a szimulációs lépések számát, így lecsök­
kenti a szimuláció sebességét, a söpört térfogatot más, ha­
tékonyabb módszerekkel kell számítani. Ehhez leggyakrab­
ban analitikus módszereket használnak, amelyek poligonos 
(háromszög-alapú) felületreprezentációs térfogatot eredmé­
nyeznek (lásd pl. itU^-^). Ez nem jelenti a teljes söpört tér­
fogat egy lépésben történő generálását: a szerszám pályája 
lokális sajátosságainak figyelembevételével az egymást kö­
vető "könnyebben" kiszámítható szakaszok söpört térfogatá­
nak meghatározásával alakul ki a teljes térfogat.

Az általunk kidolgozott módszer sajátossága, hogy a szer­
szám térfogatát LDNI képek formájában generálja, és az 
anyageltávolítási számításokat végző algoritmus közvetlenül 
e képeket használja fel. Az LDNI képek a szerszám felületé­
nek egy adott irányból történő rétegekre bontásával alakul­
nak ki, és a felület pontjainak mélységi értékei mellett az 
adott ponthoz tartozó normálvektort is tartalmazzák (La-
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yered Depth-Normal Images = rétegekre bontott mélységi- 
normálvektoros képek). Legegyszerűbb esetben a söpört tér­
fogatot a sűrűn egymás után, depth-peeling eljárással felvett 
szerszám-képekből nyerjük. Ez lehetővé teszi olyan bonyo­
lult szerszámok bevonását is az anyageltávolítás szimulációk 
körébe, amelyek analitikus leírása nehézkes, vagy a vágási 
számítások analitikus módszerrel való elvégzése nem meg­
oldható  ̂ (lásd még a hivatkozott demonstrációs videót). A 
szerszámpálya-szakaszok söpört térfogatának LDNI képek­
ben való ábrázolása a szakirodalomban megtalálható mód­
szerek segítségével két lépésben alakul ki: a söpört térfogat 
felület-reprezentációjának kialakításával és annak LDNI ké­
pekbe renderelésével. Ez egyrészt CPU alapú számításokat, 
másrészt CPU-GPU adatmozgást igényel. Az alábbiakban 
olyan módszert mutatunk be, amely az LDNI formában le­
írt söpört térfogatot egyetlen lépésben állítja elő, a grafikus 
hardver kizárólagos felhasználásával. Ehhez a számítógépes 
grafikából jól ismert shadow mapping technikához hason­
ló eljárás került kidolgozásra: a térfogatfelület több irányból 
felvett mélységi képeinek transzformációjával alakulnak ki 
az LDNI képek.

2. A GPGPU alapú anyageltávolítás szimulációs eljárás
bemutatása

2.1. Technikai háttér

Az egységesített architektúrájú grafikus hardverek néhány 
éve jelentek meg a piacon. Az egységesített architektúra azt 
jelenti, hogy a grafikus hardveren futó, különböző felada­
tokat végző programok (shaderek) az elvégzendő feladattól 
függetlenül ugyanazon hardveregységeken futnak, nem pe­
dig az egyes feladattípusokhoz külön-külön kifejlesztett de­
dikált egységeken.

Az egységesített hardver-arehitektúra lehetővé tette a ha­
gyományos vertex és pixel shadereken kívül egyéb, akár 
nem feltétlenül grafikus jellegű shaderek definiálását is. Er­
re példa az ún. geometry shader, amely geometriai primití­
veket (pont, vonal, háromszög) képes kezelni: transzformál­
ni, átalakítani, törölni, és ami az egységesített architektúra 
megjelenése előtt nem volt lehetséges: a CPU közreműkö­
dése nélkül, önállóan létrehozni is. Az objektumok nem fel­
tétlenül geometriai primitíveket jelentenek: egy pont típu­
sú objektum bizonyos attribútumokkal kiegészítve leírhat­
ja például egy gázmolekula térbeli helyzetét és sebességét 
is, a geometry shader pedig e molekulák mozgási egyen­
leteinek ciklikus számításával a teljes gázhalmaz mozgásá­
nak szimulációját végezheti, adott külső és belső erőhatá­
sok figyelembevételével'^ Az eredményeket - egyéb shade­
rek bevonásával a grafikus hardver meg is jelenítheti.

A programozó tehát kizárólag a grafikus hardver segítsé­
gével hozhat létre és manipulálhat objektumokat, teljes egé­
szében átvéve ezeket a funkciókat a CPU-tól. Ennek a meg­
oldásnak az az előnye, hogy a nagymértékben párhuzamo- 
sított számítási feladatok elvégzésére kifejlesztett grafikus

hardveren lényegesen gyorsabban végezhetők el az SIMD 
(Single Instruction on Multiple Data) jellegű utasítássoroza­
tok, mint a CPU-n, továbbá a CPU-GPU adatátvitelt mini­
malizálva csökkenthető a korlátozott adatátviteli sávszéles­
ség futási teljesítményt csökkentő hatása.

Az egységesített architektúrájú grafikus hardverek általá­
nos elnevezése a GPGPU (General Purpose Graphics Pro­
cessing Unit), utalva a nem grafikus jellegű felhasználható­
ságra. Az általános célú felhasználást speciális programozá­
si felületek, (ún. API-k, Application Programming Interface) 
segítik. A geometry shaderen kívül egyéb, nem grafikus jel­
legű shaderek is megjelentek (pl. compute shader).

2.2. Az eljárás leírása

Az általunk kidolgozott eljárás szabad formájú testek 
anyageltávolítás jellegű megmunkálás-szimulációját végzi. 
A "szabad formájú" jelző tipikusan valamely CAD rendszer­
ben létrehozott, tetszőleges formájú, manifold (valóságos 
térbeli) te.stekre utal. A megmunkálás anyageltávolító szer­
számmal történik, amelynek pozíciója és orientációja szaba­
don és egymással szinkronban változtatható a művelet során. 
Az eljárás így alkalmas 5 tengelyes marógép által végzett 
megmunkálás szimuláeiójára.

Az eljárás során a munkadarab az ún. dexel bázisú térfo­
gatreprezentációs módszer egy továbbfejlesztett változatával 
kerül leírásra. Az eredeti dexel bázisú módszer a követke­
zőkből áll: egy térbeli síkra adott sűrűségű rácsot helyezünk, 
és minden rácspontból a síkra merőleges egyenest indítunk. 
A továbbiakban az egyenesek és a munkadarab metszéspont­
jait vizsgáljuk. Ahol egy egyenes áthatol az anyagon, egy 
dexel (depth element, mélységi elem) keletkezik, amelyet az 
anyagba való behatolás, illetve az anyagból való kilépés tér­
beli koordinátáival, vagy az ezekre visszavezethető értékek­
kel (pl. a belépés koordinátái, a dexel iránya és hossza), il­
letve egyéb kiegészítő paraméterekkel (pl. szín) definiálunk. 
Ha egy egyenes többször is metszi a testet, az egymás után 
következő dexeleket láncba fűzve tároljuk a memóriában.

Esetünkben a GPU-k speciális adattárolási és 
-feldolgozási módjaihoz igazodva a dexel alapú repre­
zentáció az alábbiak szerint történik: A dexeleket nem 
csak egy, hanem három, egymásra merőleges (ortogonális) 
irányban vesszük fel (ún. tri-dexel vagy multi dexel mód­
szerrel). A testet az egyes irányokhoz, tartozó dexelek teljes 
egészében leírják, tehát három teljes értékű dexel bázisú 
leírást képzünk, különböző irányokban. Az ily módon 
definiált dexelek vertex bufferekben kerülnek tárolásra a 
grafikus hardver memóriájában.

A nyers munkadarab (előgyártmány) multi dexel alapú le­
írását konvertálással képezzük a munkadarab felületét leíró 
reprezentációból (BRep, Boundary Representation). Ilyen 
reprezentáció például a felületet háromszögekkel és nor­
málvektorokkal leíró, a sztereo litográfia során alkalmazott
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módszer, amely .sti kiterjesztésű fájlokat használ a tárolás­
ra. Esetünkben a konverzió a következőképpen történik: A 
munkadarabot leíró BRep objektumot a dexelek irányvek­
torai mentén depth peeling eljárással rétegekre bontjuk. Ez 
azt jelenti, hogy az objektumot az adott irányból renderel- 
jük, és az így látható felület pontjainak a kamerától való tá­
volságát és a normálvektorát LDNI kép formájában tároljuk, 
majd ezt követően a látható felület mögötti, felénk irányuló 
takart felületekről is ilyen képeket készítünk, egészen a leg­
hátsó takart felületdarabkáig. Az eljárást megismételjük az 
objektum hátoldali felületeire is. A hozzánk legközelebb eső 
elülső és hátulsó felületrészek adják az első réteget, a legtá- 
volabbiak a legutolsót. A dexeleket az egyes rétegek elülső 
és hátoldali képei alapján hozzuk létre: a dexelek behato­
lási és kilépési koordinátái az elülső és hátulsó kép pont­
jainak kép- és mélységi koordinátái alapján szárm'thatók a 
kamera-térből világ-koordinátarendszerbe való transzformá­
lással, a dexelek normál vektorai pedig az azonos képernyő­
koordinátákhoz elmentett normál vektorok lesznek. (Lásd: 1. 
ábra.) A konverziót mindhárom dexel-irányban elvégezzük.

N,.

Layer 1, front face 
Layer 1, back face 
Layer 2, front face 
Layer 2, back face 

■ Dexels
1. ábra. A dexelek létrehozása.

Az anyageltávolítás szimulációja során a munkadarabba 
behatoló vágószerszám térfogatát vagy az általa a mozgás 
egyes szakaszain végigsöpört térfogatot a szerszám mozgás­
pályája mentén lépésről lépésre eltávolítjuk a munkadarab 
térfogatából. Ez a dexel alapú térfogatreprezentáció eseté­
ben azt jelenti, hogy minden egyes dexelre meg kell határoz­
ni a szerszám és dexel metszéspontjait, és el kell távolítani a 
dexel bői kivágott részeket. Egy metszéspont esetén a dexel 
rövidebb lesz. kél vagy több metszéspont esetén a dexelből 
több dexel keletkezik. A műveletet esetünkben a Geometry 
shader végzi, két lehetséges módon:

- Koordináta-geometriai számításokkal. A dexel, mint irá­
nyított térbeli egyenes-szakasz, és a vágószerszám alakját le­
író térbeli felületek vagy térfogatok metszéspontjainak ana­
litikus számításával.

- Depth peeling eljárás segítségével, ahol a szerszámot a

dexelek létrehozását leíró részben vázolt módszerrel, a dexe­
lek irányvektorai mentén rétegekre bontjuk, és az egyes ré­
tegek által definiált lérfogatrészeket vonjuk ki a dexelekből. 
A kivonás a dexelek koordinátái és a rétegeket leíró képek­
ből kinyert koordináták összehasonlítása alapján történik. A 
pontosság növelése érdekében a dexelek kezdeti létrehozá­
sához és a szerszámok rétegekre bontásához ugyanazon vir­
tuális kamerapozícióból és kamera-paraméterekkel végzett 
depth peeling eljárást használunk.

A térfogat-kivonási számításokat a geometry shader cikli­
kusan, mindaddig végzi, amíg a szerszám végighalad a szer­
számpályán. Az eredményeket egy vagy több számítási cik­
lus után megjeleníti a GPU (megjelenítési ciklus). A meg­
jelenítési ciklusban a grafikus hardver megjelenítésre alkal­
mas primitívekből (háromszögekből) álló felületekké alakít­
ja a dexelek összességét, majd a beállított fényviszonyoknak 
megfelelően árnyalja és kirajzolja az így felépített munkada­
rabot.

A bemutatott eljárás lehetővé teszi a szimulációs lépé­
sek tetszőleges nagyítás melletti elvégzését, megnövelt rész­
letesség mellett. A munkadarab egy felnagyított részének 
rétegekre bontásával és dexelekké konvertálásával a felna­
gyított térfogatrészt az eredetivel megegyező felbontással 
írjuk le, így a munkadarab méretéhez viszonyított rácstá­
volság csökken, a részletesség pedig nő. Amennyiben a 
térfogat-eltávolítást depth peeling módszerrel végezzük, a 
szerszám rétegekre bontásánál használt kamera-beállítások 
meg kell, hogy egyezzenek a munkadarab nagyításakor ér­
vényes kamera-beállításokkal.

3. LDNI alapú söpört térfogat generálása

A söpört térfogat generálásának legnagyobb nehézsége az, 
hogy bonyolult szerszámpálya mentén kell egy olyan zárt, 
poligon-alapú felületet előállítani, amelyben nem fordulnak 
elő felület-átmetszések vagy egyéb geometriai hibák. Ehhez 
lépésről lépésre meg kell határozni a söpört felület kiala­
kításában résztvevő szerszám-felületszegmenseket, és ezek 
alapján egy teljesen új objektumot kell kreálni. Ez komoly 
matematikai apparátust igényel, az elért eredmények pedig 
korlátozottak: az ismert CAM rendszerek 5 tengelyes ma­
rási megmunkálások esetén nem is alkalmazzák. (5 tengely 
szinkronizált vezérlésével hozhatók létre szoborszerű felü­
letek. Söprési térfogat előállítását 3-1-2 tengelyig használ­
nak sikerrel; ez esetben a három illetve a másik kettő ten­
gely együttes szinkronizálása nem megoldott.) Mindazon­
által a kapott felület nem nevezhető túlságosan bonyolult­
nak: a 2. ábrára pillantva láthatjuk, hogy az általánosan 
használt marószerszámok söprési térfogata bármely irány­
ból legfeljebb 1-2 takart felületréteggel rendelkezik az anali­
tikusan feldolgozható hosszúságú szerszámpálya-szakaszok 
esetében. Pontosabb tulajdonság viszont, hogy ezekben az 
esetekben nincs olyan felületpont, amely ne látszódna leg­
alább egy olyan képen, amelyek a három ortogonális ko­
ordinátatengely irányából kerültek renderelésre (elülső és
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hátul só felületeket tekintve) - tehát ezek a mélységi képek 
a felületet leíró összes információt tartalmazzák. Az újon­
nan kidolgozott térfogat-generálási módszer e mellett azon 
tény felismerésén alapul, hogy az LDNI képek előállításá­
hoz nem feltétlenül szükséges geometriai hibáktól mentes 
felülettel leírt térfogat-objektum. A söpört térfogat előállí­
tásában résztvevő szerszám-felületszegmensek mélységi ké­
pekbe való renderelésénél ugyanis nem okoznak problémát 
az egymást metsző háromszög-lapok, mivel azok takart (így 
a söpört térfogat felületén belül eső) részei a mélységi vizs­
gálat során eldobásra kerülnek.

2. ábra. Marószerszám söpört térfogata.

A kidolgozott eljárás a fentieknek megfelelően a követke­
ző: A szerszám háromszög-alapú BRep leírása vertex puf- 
ferben kerül eltárolásra, a hagyományos képalkotási mód­
szereknek megfelelően. A csúcsponti információkon kívül 
eltárolásra kerülnek a háromszögek között szomszédsági in­
formációk is, amint ezt a 4.0-ás illetve magasabb verzió­
számú .shader modellek lehetővé teszik. A szerszámpálya­
szakaszhoz tartozó szerszám-koordináták és orientációs vek­
torok ismeretében meghatározható a csúcspontok mozgása, 
így a szomszédsági információk bevonásával meghatároz­
hatóak a söprési térfogat határfelületének képzésében részt­
vevő élek (lásd 3. ábra). Ezen élek egymás után követke­
ző helyzetéből a geometry shader segítségével alakíthatók 
ki a határfelületet alkotó (ám egymással akár metszésben le­
vő, tehát nem manifold felületet képező) lapok, amelyek a 
multi dexel reprezentációnak megfelelő három ortogonális 
irányból illetve ezekhez képes szemből renderelésre kerül­
nek (összesen hat képet alkotva).

Az LDNI képek első rétegét a fentiekben kialakított há­
rom ortogonális elülső kép adja. A többi réteghez használjuk 
fel azt a tulajdonságot, amely szerint az összes felület-pont 
megjelenik legalább egy képen a hatból. Azon pontok, ame­
lyek az elülső képen, tehát az első rétegen nem szerepelnek,

.3. ábra. A söpört térfogatban résztvevő élek meghatározása 
(2D).

de valamelyik másikon igen, takart felületen, tehát valame­
lyik hátsóbb rétegen helyezkednek el. Ezek alapján a hát- 
sóbb rétegek előállításánál a következő módszert követjük: 
a határoló lapokat újra renderelve a pixel shader szakasz­
ban elvégezzük a felületpontoknak a hat LDNI képre történő 
projekcióját, és amennyiben az valamely másik képen szere­
pel (vagyis a kép- és mélységi koordinátái megegyeznek), 
de a renderelési irányhoz tartozó képen nem, takart felület­
ponttal állunk szemben. A képemyöpontokra mélységi tesz­
tet végezve, az előző rétegek pontjainak eldobásával, réte­
genként 1 renderelési ciklussal megkapjuk a söpört térfogat 
összes LDNI képét.

4. Eredmények

Amennyiben a söpört térfogatot a szerszámpálya mentén 
összegzett szerszám-térfogatok adják, szimulációs cikluson­
ként a szerszám LDNI képeinek előállítása (a vizsgált egy­
szerű marószerszámok esetén 1-1 réteg a három ortogonális 
irányból), valamint a dexelek és a szerszám metszéspontja­
inak számítása történik. LDNl-alapú söpört térfogat előál­
lítása esetén az adott szerszámpálya-szakasz végpontjaira a 
szerszám teljes felületének, a köztes pontokra csak a söp­
rési térfogat kialakításában résztvevő felületszegmenseknek 
(amely egy nagyságrenddel kevesebb elemet jelent) rende- 
relése történik, jellemzően két réteg kialakításával, továb­
bá szakaszonként egyetlen metszéspont-számítás a dexelek 
és a söpört térfogat között. A mérési eredmények szerint 
a szerszámot vagy söpört térfogat-felületet alkotó három­
szögek számának alakulása nem befolyásolja döntő mérték­
ben az eljárás sebességét. Az LDNI rétegek számának meg­
duplázása értelemszerűen megduplázza a depth peeling el­
járásra fordított időt. A söpört térfogat előállításának előnye 
egyrészt abból adódik, hogy a metszéspont-számítások szá­
ma drasztikusan csökken: a hivatkozott " demonstráci­
ós videókon látható megmunkálás-szimuláció nagyjából 230 
ezer lépésből áll. míg söpört térfogat számítás esetén - a 
viszonylag egyenletes mozgásnak köszönhetően -, egyetlen 
szerszámpálya-szakasz akár száz szerszám-pozíciót is ma­
gába foglalhat. Az eljárás másik előnye az, hogy a kicsiny 
mértékű szerszámpoz.íció-változás akár egy nagyságrenddel 
is megnövelhető a söpört térfogat megnövekedett pontossá­
ga miatt.
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5. Összefoglalás 11. http://www.youtube.com/watch?v=zTcboSFxa44

A Pécsi Tudományegyetem Pollack Mihály Műszaki Ka­
rának Műszaki Informatika Tanszékén évek óla folynak az 
általános célú grafikus hardverek gépészeti szimulációkhoz 
történő felhasználására irányuló kutatások. Kidolgozásra ke­
rült egy GPGPU alapú anyageltávolítás szimulációs eljárás, 
amely kihasználja az új típusú hardverekben rejlő képessé­
geket: a nagyfokú párhuzamosítás lehetőségét és az egy egy­
ségen belül történő feladat-végrehajtás előnyeit. Az eljárás 
multi dexel alapú objektum reprezentáción alapul, és egyedi. 
LDNI alapú szerszám-reprezentációt alkalmaz a vágási szá­
mítások elvégzésére. Ehhez az eljáráshoz került kifejlesztés­
re a bemutatott söprési térfogat generáló módszer, amely il­
leszkedik az alapprojekt GPU-központú megoldásaihoz, mi­
közben tovább javítja annak hatásfokát.
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Abstract
This paper describes the methodology of a novel entertainment experience that combines the benefit of movie 
quality film production with interactive capabilities available on the DVD version or over the Internet. Our system 
is based on Panoramic Broadcasting (PanoCAST) that utilizes spherical video to capture the entire .scene and 
subsequently turn this footage into an interactive experience with the help of tracking and advanced interaction 
modalities, including virtual-reality-on-demand. We present a case study on a short film based on Franz Kafka’s 
Metamorphosis.

Keywords; Panoramic Broadcasting (PanoCAST), Interactive Film, Immersive Media, Virtual Reality On- 
Demand, Virtual Human Interface.

1. Introduction

Entertainment technology, in recent years, has been increas­
ingly dominated by new forms of interactive experiences, 
such as games, that harness the power of computing power 
and place users in a world they control themselves. From the 
perspective of entertainment computing this global phenom­
ena shifted high-tech interests away from traditional media, 
most notably film, and created a new wave of opportunities 
that focus on shared experiences and as a result on social me­
dia. To keep up its hi-tech appeal and unsurpassed visual and 
production quality the film industry invested in digital cin­
ema - and most recently 3D movies. While these steps suc­
cessfully brought audiences back to movie theatres around 
the world, the need to combine film, classically considered 
as a passive experience, with interaction still remains a chal­
lenge.

We propose herein a methodology that combines the ben­
efit of movie quality production that re,sult in a film pro- 
Jectable in theatres, with interactive capabilities invoked on 
the DVD version or over the Internet. Our system is based

 ̂ Part of this work was performed while at MTA SZTAKI

on Panoramic Broadcasting (PanoCAST) that during pro­
duction captures a .spherical video of the entire scene and 
delivers the above mentioned outputs simultaneously as the 
result of the same production process.

The remainder of this paper is organized as follows: First 
we briefly review panoramic broadcasting architecture our 
current solution is based upon. Next we discuss how to bring 
interaction to the realm of film without hurting the interest of 
artistic expression followed by a description of advanced in­
teraction modalities. The methodology to turning panoramic 
film into a truly interactive experience using tracking and 
clickable content is followed by a brief case study and our 
conclusion.

2. PanoCAST - A Novel Architecture for Interactive 
Entertainment

PanoCAST or Panoramic Broadcasting is a technology 
originally designed to deliver telepresence-based entertain­
ment services over the Internet or mobile networks and 
thereby allow viewers to experience the very feeling of be­
ing somewhere else from their physical location The basic 
concept of the architecture is as follows: We first capture a
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stream of high fidelity spherical video (often called immer­
sive media) with the help of a special camera system with six 
lenses packed into a tiny head-unit *. The images captured 
by the camera head are compressed and sent to our server 
computer in real-time delivering up to 30 frames per sec­
ond, where they are mapped onto a corresponding sphere for 
visualization. The basic recording and server architecture, 
then employs a number of virtual cameras and assigns them 
to each viewer thereby creating their own, personal view of 
the events the camera is capturing or has recorded. The mo­
tion of the virtual cameras is controllable via TCP/IP with 
the help of a script interface that assigns camera motion and 
pre-programmed actions to key codes on the mobile device. 
The host computer then generates the virtual views each user 
sees and streams this information back to their location us­
ing RTSP protocol. This concept is demonstrated in Figure 1 
in the context of a rock concert. The .spherical camera head 
(left) is placed at the remote site in an event where the user 
wishes to participate. The camera head captures the entire 
spherical surroundings of the camera with resolutions up to 
3K by 1.5K pixels and adjustable frame rates of maximum 
30 frames per second (fps). These images are compressed 
in real-time and transmitted to a remote computer over G- 
bit Ethernet connection or using the Internet, which decom­
presses the data stream and re-maps the spherical imagery 
onto each viewer’s display device locally. The key idea be­
hind the PanoCAST architecture, as opposed to just simply 
streaming the entire spherical video, is to distribute “just- 
in-time” views created by the virtual cameras. This forms 
the foundation of the proposed interactive film technology 
as discussed in the following .sections.

3. Film vs. Interactive Experience - Retaining Artistic
Intent

For many directors, photographers and camera crew, inter­
action is a word that goes against the artistic intention of the 
creators. Specifically, the very concept of a frame that can 
guide our eyes to bring our attention to the smallest details 
as well as showing sweeping overall views that spur engulf­
ing emotions, allow artists to include what is of momentary 
interest and exclude everything else. By this definition re­
ality is "boring” and artistic talent is precisely what allows 
us to focus us on what is truly important. If we simply al­
lowed viewers to look around (interactively) how would this 
be possible?

To answer this challenge one is required to bring inter­
action into the picture without interfering with the artistic 
process itself while still serving the underlying message of 
the creators themselves. To achieve this goal we set up a two- 
stage production where in the first leg we record the entire 
film sequence using a panoramic video head but used almost 
as ifit was a regular film camera aimed directly at the scene. 
The camera crew watches the output of one of the six cam­
era modules to see the composition and the action, but in the

f— t— {— t— -I—i-.r-
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Figure 1: The PanoCAST pre-visualization and editing sys­
tem uses MIDI-channels to control a set of virtual cameras 
with the help o f physical controls. Upper: The spherical im­
age mapped shown from outside with the virtual camera in 
the center. Center: Six independent camera views of the same 
scene shown on the left. Below: KORG Nano Kontrol used to 
direct multiple virtual cameras and edit keyframes.

second leg, during post production, we sit down with them 
again to create a second pass using virtual cameras placed in­
side the spherical film itself. It is at this stage where the final 
shape and look of the film takes place. By aiming the vir­
tual camera at different portions of the spherical recording, 
changing the field of view and moving the virtual camera the 
director decide upon the final imagery that will eventually be 
rendered in high resolution (4Kx4K frames) to be finished in 
the film lab and printed on film. Due to the spherical nature 
of the recording, however, if needed the field of view may 
be extra large thereby introducing new visual ways of repre­
senting scenery or the emotional as well as the mental state 
of a character. The result is stunning imagery that is iconic 
and instantly recognizable, yet it can be projected in theatres 
using the traditional channels of film distribution.

During a film shoot the neither the director nor any mem-
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ber of the staff are present on the scene. Only a remote con­
trolled robot moves the camera and interacts with the ac­
tors. Thus, to see how good the take was, on-set the direc­
tor ases a virtual reality HMD to place himself in the scene 
and to see if he/she got what wanted from the actors. This 
pre-visualization tool is based on the Virtual Human Inter­
face (VHI) module of the system *. Off-set, during post pro­
duction, the director works with physical camera controls 
(KORG Nano Kontrol) that use MIDI interface to communi­
cate camera commands to the rendering system (see Figure 
1). This allows natural interaction and quick review of the 
different visual possibilities offered by the PanoCAST sys­
tem. While in most cases the panoramic camera was moving 
constantly on the set with the help of a remote controlled 
robotic camera (see sections below), in some instances the 
entire output of the spherical lenses was used to produce the 
final shot. This is demonstrated in Figure 2 showing how the 
final scene, called “bubble sequence" in the film was made.

Figure 2: Creating the “bubble sequence”. A static cam­
era surrounded by actors (upper left) was used to create 
a .stretched full circle panorama image (center) and sub­
sequently mapped onto the surface of a deforming sphere 
through the wall o f which the camera passes (below) to re­
veal the soap bubble floating in space (upper right).

To create an immersive interactive experience using the 
same panoramic footage that complements the film and pro­
vides additional insight we created a spherical video player 
that may run on a computer installed locally or accessible 
via the Internet In this mode viewers are allowed to control 
camera parameters interactively and individually thereby ex­
ploring the content of the film in a different manner. How­
ever, to represent the original concept and the artistic in­
tention of the creators the same virtual camera track used 
for rendering the movie version is retained in the interactive 
mode as the default behavior of the viewer. Thus, in passive 
mode, i.e. when viewers do not want to take control they see 
exactly how the film was originally meant to be seen, yet 
when they decide to turn their attention to somewhere else, 
they can literally “enter that world” and feel as if they are in 
the very center of the action V

4. Using Real-Time Computer Graphics to Create 
Spherical Visual Effects

To turn the original panoramic footage into the scenes re­
quested by the director, we used computer graphics tech­
niques to map the spherical space onto the image plane. As 
an example, many times the director and/or the viewer needs 
to view entire panoramic image on one stretched screen. In 
this case the full panoramic image may be mapped onto a 
plane, where the X axis will be line of latitude, while the Y 
Axis will be line of longitude, much similar to the process of 
creating a flat map (Figure .3). This method is called in car­
tography: the Plate Carrée ("plane square”). After this trans­
formation the lines that are straight in the real world will not 
be straight lines, but rather lie on a sinusoid. Another prob­
lem was that instead of a true spherical coordinate system, in 
fact our camera module produces overlapping patches (see 
also Figure 4). Thus, for our case, when using this trans­
formation we had to pay attention special attention not to 
introduce artifacts that disturb the visual results.

Figure 3: Basic configuration of mapping a spherical image 
onto a plane.

As mentioned above our panoramic system contains 6 
cameras, thus 6 separate images are received from the 
recording system, each mapped onto a different image patch. 
When we want to assemble these images to a full panoramic 
image, we must solve some basic problems. First, as the fo­
cal point of each camera is not the same point in 3D space
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(i.e. having a larger set of overlapping fields of view to avoid 
dead space), the compositing of requires blending. As we 
have no prior information on distances, objects with an in­
finite distance from the camera would have sharp and per­
fectly matched images in the overlapping areas. However, in 
real life, the images on each camera patch do not match cor­
rectly due this different focus point. This is eliminated by 
edge-blending to reduce sharp artifacts. The second problem 
is internal representation. The raw data from the camera head 
is a set of 6 separate image streams. If only the combined 
“stretched" image is stored once the above defined mapping 
took place, it In other words the neighbors of any pixel are 
only those pixels, which are next to it on the final space. On 
the other hand, this encoding has a huge drawback as well; 
namely that the pixel density is not balanced. At the poles 
the density is much higher than on the equator. Of course, 
if the texture is to be used only in stretched mode it will 
not make any difference. But when it is used on a zoomed 
.sphere it will cause visible artifacts - longish looking pixels 
near the poles. Moreover the storage from a graphics pro­
cessing point of view is not ideal due to this unbalanced pixel 
density. Avoiding the pixel density problem, the stored im­
age may be stored as a cube map. The pixel density will be 
well balanced. However, in this case there is another prob­
lem: artifact on the edges of cube, if the images are stored in 
any compressed format. We use long timing videos, thus the 
compression is necessary. The compressor has no knowledge 
of any information regarding pixels on the edges, therefore 
it creates an unwanted line at the edges of cube. To con­
clude, we found that the best way to store the images, was to 
keep the original six raw camera images and composit them 
as a 2x3 layout. During rendering these images are blended, 
without any artifact. The pixel density is also balanced.

Based on the above arguments in our visualization system 
the composition of the final spherically transformed image 
happens in real-time at the rendering phase. If we want to 
use only the stretched image, the final image can be ren­
dered with a simple pixel shader. In this case the render­
ing is essentially a ray trace algorithm. To implement this 
functionality we need only a look up table encoding cam­
era identifiers (IDs) visible for a given direction. This table 
can be stored in a cube map, thus the camera IDs can be 
readily accessed. Clearly, in any one direction there can be 
a maximum of three camera images. For blending them we 
also store there the alpha values for each camera. Thus, each 
pixel of this cube map contains .3 UV coordinates and one 
alpha value. UVs must be float at least two 16bit one, while 
alpha can be 8 bit integer. The best case stores one pixel 
of the look up table in 9 bytes. As the cube map resolution 
must be high, this requires rather large storage and heavy on 
resources. Our aim is that this system can be executed on av­
erage computer. Another way to render the panoramic image 
is using the geometry itself. The solution requires only the 
geometric representation of the camera patches and an alpha 
map that contains the blending information we need. The

resolution of this geometry is very important for transforma­
tions and producing a high quality final image. As mentioned 
the flattening or “stretch" algorithm transforms straight lines 
onto curves. If the resolution of the core geometry is not 
high enough, after the transformation the lines will easily 
become fragmented. On the other hand this .solution is very 
simple and the resolution can be easily decrease for lower 
performance computers.

Figure 4: Different configurations of the flattened/stretched 
sphere showing the individual patches in wire frame mode. 
(Top - Sideway, Center - Upright, Bottom - General direc­
tion)

The above briefly introduced “final” stretching algorithm 
we used in this film is based on a transformation from 3D 
polar coordinate system to 2D. This is illustrated in Figure 
4. The six camera overlapping patches of the camera images 
are shown in different configurations (Sideway, Upright, and 
General Direction). The white circular area corresponds to 
the minimal-size “blind spot” of the imaging system. A crit­
ical advantage of this mapping is that it does not explicitly
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take advantage of the geometric shape, as it transforms tri­
angles into other triangles. Therefore the pole and latitude 
cutting edge can be easily changed via a 3D transforma­
tion matrix on the geometry. Each vertex is transformed us­
ing this matrix and once the longitude and latitude values 
are calculated it is displayed as part of the final image. The 
only rendering problem involves those triangles at the cut­
ting edge and the poles that fall apart. This simply happens 
because some of its vertices fall on one side, while the rest 
of them to the opposite side. Yet, hese triangles are easily 
detected. In our application there are many triangles, which 
are split by this cutting edge. To detect them we use the ob­
servation that in the stretched domain the latitude of a trian­
gle should not be more than 180 degrees. Furthermore 180 
degree value can only occur only the case if the triangle con­
tains the center point of the transformation. Thus, these split 
triangles are detectable using the latitude values. Having de­
tected these degenerate triangles we create two independent 
polygons along the cutting line. In most cases this results 
in one triangle and a quad, thus there will be 2 additional 
triangles. On the other hand to find the new vertices and to 
detect the special cases causes computational overhead that 
may slow the rendering system down. To avoid this critical 
bottleneck we found yet a simpler way. by duplicating the 
cutting triangle and placing it both sides simultaneou.sly (i.e. 
there will be one at the left side, one at the right side). The 
vertex, which is on the other side, is added or subtracted 360 
degree to lateral to get the required vertex. As a result, with­
out any complex calculation the transformed image will be 
filled automatically and the redundant part (more than 360 
degrees) is eliminated when rendering the final image on the 
rectangular screen.

5. Advanced Modes of Interaction - Virtual Reality on 
Demand

The PanoCAST system offers several interaction modalities, 
the first one of which is the viewers" ability to freely look 
around. While the film rolls the motion of a virtual camera 
assigned to them may be controlled by each viewer inde­
pendently using the mouse, the keyboard or even advanced 
game controllers, like the Wii or tracked orientation data ob­
tained from a head mounted display (HMD). It is this later 
mode that virtually allows users to enter the film and feel 
almost as if they were there together with the actors. The on­
line version of our system has been implemented in Adobe 
Rash. To handle input streams from a variety of I/O streams 
we created a tiny program (called VHI DeviceManager) that 
upon installation connects to all available physical sensors 
(see webpage for a list of supported devices '’) and repre­
sents this information to the player for interactive purposes. 
The simplest of this interaction is change in head orienta­
tion (i.e. looking around). More complex rules are defined 
in a dynamics descriptor file that defines the onset and offset 
of triggers via simple sets of rules and applies these rules 
to the scene accordingly. Triggers may detect simple click

over a region of interest in the image (see section on Click­
able Content) start events and even physical simulation to 
seamlessly integrate animated 3D models into the original 
recording.

Therefore we argue that the infrastructure that forms the 
basis of on-demand virtual reality and novel forms of in­
teractive entertainment over the Internet as well as on mo­
bile platforms already exists and may be utilized to create 
interactive films (Figure 5). Specifically, with the advent of 
low-cost computer accessories, peripheral devices and even 
HMDs with built in trackers that cost below $500 inspired 
by and deployed in the use of VR offers more intuitive in­
terfaces and applications areas than ever before Thus, 
our Panoramic Broadcasting system combines three key ele­
ments which, a new form of interactive film that advances the 
state-of-the-art and radically changes the way we entertain 
ounselves and con.sume media. We extend the boundaries 
of video-on-demand to Immersive Intreactive Reality (HR) 
where not only the content, but also the personalized point 
of view of the user may be changed interactively. Moreover, 
we move away from 3D models and traditional VR and use 
i) spherical film in combination with ii) tracking technol­
ogy to create Clickable Content, and iii) physical simulation 
for advanced interaction. This is the subject of the following 
section.

Figure 5: User experiencing full VR immersive interactive 
reality programming over the Internet using our PanoCAST 
player, VHIDeviceManager, and built in Physics Engine im­
plemented in Adobe Flash.

6. Clickable Content and Tracking Interface

To make interactive film more exciting and appealing to 
large audiences a set of extra features needed to be devel­
oped that offer more than just the mere ability to look around 
and being in the center of the action. First, we wanted to al­
low viewers to learn more about the film itself, being able to 
click on actors and recall the role of that character, the plot 
itself ort any other linked information that may be of value
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Figure 6: Left: On-line tracking intetface to create clickable content and manage callouts in multiple languages. Right: Callout 
editor interface, below Callout as shown in the application.

and interest. To do this, we developed a pipeline to produce 
what we call Clickable Content (CC).

In simple terms CC means that whenever the user clicks 
on the scene the rendering engine "fires a search ray” from 
the viewing camera and orders each visual elements as a 
function of their distance along this ray to find the closest 
one. Then the algorithm returns the object’s name, the exact 
polygon it is intersected at, and the texture coordinates of 
the intersection point itself. This information allows the sys­
tem to assign high level actions, such as displaying a call­
out image and/or text message when clicking on an object 
of interest in the interactive film or alternatively to direct­
ing the user to a website where further information may be 
found. For easier handling individual texture coordinates can 
be grouped by regions and tracking algorithms are used to 
annotate each element of the scene during a broadcast. The 
final output of such algorithms is a set of tracked regions 
with actions, visual and text information and web pages as­
signed on each of which PanoCAST viewers can click on 
during a film show and learn more about the event or simply 
educate themselves.

Low-level tracking was implemented using a variety of al­
gorithms including region-based tracking algorithms, such 
as normalized correlation, texture-based trackers, and opti­
cal flow-based estimators. As mentioned above, due to the 
lack of stable image context low-level trackers exhibit seri­
ous limitations in a real-world environment therefore the use 
of higher level implicit structural models always requires for 
accurate registration. In our case, what makes this process 
possible is the large tolerance to errors, as our goal is not to 
track the tiny details of each actor, but rather to create pan­
els (generalized rectangles) that cover large areas and move 
along with the actors. So to overcome these problems a hy­
brid tracking algorithm is used to combine the advantages of 
each low-level method while minimizing the overall sensi­
tivity to noise and variations in imaging conditions. We start 
with a Point Tracker and adaptively select the best method 
for each tracking point in a given frame in the region se­
lected by an operator. The image is then processed multiple 
times and the results are integrated, minimizing the error and 
creating a smooth transition.

Tracking may be difficult as lighting often changes dras­
tically, thus features do not necessarily retain their low level 
image characteristics. In addition, tracking on the live plate 
is also hampered by the slow frame rate (25 fps for film) 
and the fast movements characteristic of the particular film 
we at hand. Furthermore, since both the Panoramic cam­
era as well as the actors may move in any given scene, we 
needed to combine automated tracking to insert key frames 
and filter the motion of touch-sensitive panels with post­
production tools to correct the output of these algorithms

One advantage of tracking in a panoramic video is the sys­
tem’s ability to keep objects of interest always in the center 
of the camera. In other words, when following a single point 
in the .scene, the context and window size in which the track­
ing algorithm operates is kept constant by moving the virtual 
camera’s target proportionally to the displacement measured 
on that feature. In other words, the when the raw tracking al­
gorithm outputs a displacement in pixel space, that informa­
tion is mapped onto the 3D geometry of the spherical video 
and its relation to the virtual cameras relative geometric ar­
rangement and the target of the camera is displaced such that 
the feature being track remains is brought back to the center
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of the image. As the process continues this allows our solu­
tion to employ larger than usual tracking windows without 
explicitly loosing context around the edge of an image.

The output of this process is a set of “invisible” panels 
the viewer may click on to get access to more information. 
Tracked panels are named and as such they may also be se­
lected from a list and used to follow any given person or ob­
ject with the help of the virtual camera. When selecting this 
mode viewers may enjoy looking always at the same actor or 
actress irrespective of the original camera track. Finally, we 
briefly mention that the Internet version of our system sup­
ports a multitude of Community features as well, thereby al­
lowing on-line users to discuss and share their experiences. 
As an example, a Chat interface was created based on the 
scene the viewers are looking at and general statistics on 
camera moves, clicks and interaction data is collected anony­
mously for subsequent analysis and user characterization. 
By recording this information it also enables the system to 
generate a novel camera track that reflects what the majority 
of on-line viewers were most interested in to look at. This 
voting scheme or similar alternatives may also be used in 
large venues during interactive presentations of the film it­
self, thus maintaining the original concept of the artists but 
bringing an element of audience participation in as well.

Figure 6 shows a screenshot of the tracking interface and 
callout editor in on-line mode. With the help of these tools 
production staff may track visual elements on-line, review 
and edit keyframes and assign callout information in mul­
tiple languages. When viewers view the same scene, a tiny 
hand appears discretely above clickable areas encouraging 
them to learn more if interested. Once these tracks are added 
they may be referred by name and viewers can direct their 
virtual camera to follow e.g. "Greta" in all scenes. For more 
details the interested reader is referred to ’ or for a similar 
interactive cultural application ''.

7. Kafka’s METAMORPHOSIS - A Case Study

To validate our concept of interactive Immersive Interactive 
Film we produced a short film based on Franz Kaffka’s fa­
mous story. Metamorphosis T The original novel tells the 
story of a traveling salesman who one day waking up finds 
himself turned into a insect While the spherical nature 
of the camera head is ideally suited to the subject of the 
film, the key challenge we first faced was to maintain an ex­
tra large field of view while excluding everything unwanted 
in the picture. More specifically, because panoramic video 
records and maps the entire 360 scene with only a minimal 
blind spot, production crew, lighting and stuff, even the di­
rector needed to remain hidden entirely.

To achieve maximal visual coverage and also to create an 
extremely low- angle view of the set as envisioned from the 
insect’s first person perspective, we devised a remote con­
trolled robotic camera platform that was directed and pro­
grammed to interact with the actors. This is demonstrated in

Figure 7. The recording system (shown on the left) was con­
nected wirelessly (via WiFi) to a hand help computer (ASUS 
R2H Ultra Mobile PC) that in turn controlled the motors and 
sensors of an IRobot Create platform the camera head was 
mounted on (right). Using the UMPC’s touch screen driv­
ing the robot became a simple task. We also enabled the 
camera system with macro capabilities, frequently used to 
“teach” the robot a series of actions to carry out without 
human intervention. As an additional convenience we also 
included a Wii controller, that was connected to the UMPC 
and the robot via a Bluetooth link, the accelerometers and 
programmable buttons of which offered further convenience. 
As an example, by simply tilting the Wii in one or another di­
rection, the robot and thus the camera would start to move. 
The key features of this programmable camera interface are 
shown in Figure 8.

8. Conclusion

The powerful graphics capabilities of portable devices in 
combination with and high-bandwidth connectivity over the 
Internet provide a novel opportunity for new forms of inter­
active entertainment in general, and virtual reality in partic­
ular. In this paper we described a novel content production 
and distribution architecture for Immersive Interactive Film, 
called PanoCAST, that is capable of simultaneously produc­
ing a traditional film sequence and turn that same footage 
into an interactive experience for DVD or on-line viewing. 
The system employs panoramic video as a starting point 
and create clickable content with the help of feature track­
ing to turn every element of a panoramic film scene into a 
link for further information. Computer Graphics tools were 
used to create special spherical effects that represent a new 
and iconic (i.e. instantly recognizable) visual quality to the 
entire film sequence. We discussed the details of this archi­
tecture and demonstrated how it is used in the context of a 
film project. Based on our results and the production expe­
rience we argue that a interactive film and as it relates to 
virtual reality represents a viable path to produce engaging 
and immersive media content and as such it may serve as the 
foundation of new generation media.
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Figure 7: Remote controlled robot camera used to record the panoramic videos for the Metamorphosis (see text for details).
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Self Affine Feature Transform
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Abstract
Based on our research, the Self Affine Feature Transform (SAFT) was introduced as it extracts quantities which 
hold information o f the edges in the investigated image region. This paper introduces how SAFT can be used to 
match interest regions of photographs. Preliminary test results are presented, which show that the peifonnance of 
SAFT is close to the Scale Invariant Feature Transform (SIFT), while being computationally faster and mathemat­
ically more attractive. VVÍ? highlight how SAFT can be tuned/modified for better perfonnance.

Categories and Subject Descriptors (according to ACM CCS):
1.4.7 [Image Processing and Computer Vision]: Feature Measurement

1. Introduction

This article investigates the operation of the Self Affine Fea­
ture Transform (SAFT) on photographs, it focuses rather on 
matching details of photographs than analysing how geomet­
ric information is extracted form drawings. SAFT was intro­
duced in [ 13[.

SAFT can be effectively used to match similar details in a

transformation invariant way. This property is the main con­
tribution of this paper. The comparison of SAFT as a feature 
matcher with the widely used detectors as SIFT [7], MSER
[9], GLOH [12] and SURF [2] will be shown in a longer 
article. This paper contains only a very brief comparison to 
SIFT.

The introduced methods are robust, although the sensitiv­
ity against windowing phenomena cannot be neglected.

Figure 1: Typical input images

1.1. Sections Overview

Section 2 describes related work in this field. Section 3 gives 
the theoretical background of the SAFT detector together 
with formulations how to calculate it and transform it be­
tween coordinate frames. Section 4 introduces how SAFT 
can be used for matching details on photographs. Section 5 
compares the Scale Invariant Featre Transform (SIFT) and 
SAFT from theoretical and experimental point of view. .Sec­
tion 6 shows how the introduced methods can be extended 
to color images.

1.2. Nomenclature

To distinguish from scalar variables, bold lower-case letters 
are used for vectors (v) and bold capitals for matrices (M). 
Vectors are column vectors by default, row vectors appear as
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transposed columns. Kronecker product is notated by Ho­
mogeneous quantities are denoted by subscript h, which is 
very useful during the implementation of algorithms work­
ing both with homogeneous and raw coordinates. Ca and 
will refer cos(a) and sin(a) respectively, where a  is an ar­
bitrary rotation or angle.

Let us consider the function f(x) over the domain S, x e S  
(both f and x can be column vectors or scalars). The term I 
is the homogeneous 2"'̂  range-, domain- or range-domain- 
moment o f i  is defined by:

I v(x)
1 l] (g)g(x)d,S’,

where {v{x);g(x)} can be one of the following: {[f(x)]; 1}, 
{[x];f(x)} or {[f(.r) x]; 1} respectively.

Notice that the Kronecker product (®) usually simplifies 
to multiplication by scalar, except for domain-moments if f 
is vector valued. Range-moments represent function value 
histograms, while domain-moments represent the distribu­
tion of functions on the input space.

The image I{x,y) is integrated according to the weight­
ing function vv̂  (x,y) on the domain 4. Image derivatives are 
in vector g(.v,>’). The : (colon) operator appearing in matrix 
subscripts denotes MATLAB®, OCTAVE® style multiple 
indexing.

There is a quick reference in the appendix about the fre­
quently used variables.

1.3. Positioning SAFT in the Image Processing Era

The .Self Affine Feature Transform shows an interesting view 
when compared to other IP methods. It can be positioned 
among Transformation Invariant Features, since it has many 
similar properties, thus it can be used to solve similar tasks. 
However, SAFT can be used to extract exact geometric in­
formation too. thus it can be positioned for example among 
classic corner detectors, etc. These abilities of SAFT are due 
to the fact, that the calculation of the feature is based on 
geometrical definitions and is done by the tools of calculus 
and linear algebra. In certain situations, it can also be used 
to substitute the Hough transform. Due to the above written, 
SAFT cannot be positioned unambiguously among existing 
image processing algorithms, it has a lot of application areas.

2. Related Work

Many existing techniques (for example Edge detectors, the 
standard and generalised Hough transform [19], interest 
point detectors [10], [5], [17], and feature descriptors) can 
solve only a subset of the image processing tasks that SAFT 
can solve, and vice versa. Many similarities can be found in 
the fomiulations how the usual methods and SAFT works. 
Each of these .similarities gives us an other viewing point of 
the SAFT matrix M. and the information enclosed in it, see 
( 8 ).

2.1. Relation to Classic Detectors

SAFT is related to classic corner detectors. The 2 x 2  .sym­
metric matrix C = gg^ (g is the image gradient) used by the 
Harris [5] and by the Shi and Tomasi [17] corner detectors 
also appears in the 6 x 6 SAFT matrix M, see (8). This will 
be explained later in Section 3.4.1

There is also a similarity in the formulation of SAFT and 
affine shape adaptation [1], [11]. SAFT contains more infor­
mation and changes during affine transformations in a more 
complex way. The philosophy of affine shape adaptation can 
be combined with SAFT, but one has to take into account 
that the computational requirement of SAFT is higher than 
that of simpler methods, thus considerable less iterative .steps 
can be afforded.

2.2. Transformation Invariant Features and SAFT

Transformation invariant feature descriptors are also related 
to SAFT. We have to highlight SIFT [7], MSER [9], GLOH 
[12] and SURF [2]. They are used to match details of pho­
tographs via the comparison of the distance of feature vec­
tors. This paper contains a very brief comparison to SIFT in 
Section 5. The SIFT descriptor builds gradient histograms at 
characteristic positions of the investigated detail. The result­
ing 128 dimensional parametervector is compared elemen­
twise during matching. Speed up Robust Features (SURF) 
was inspired by SIFT, it uses many simplifications. The re­
sulting parameter vector's length is 64, but the authors tested 
many options regarding parameter vector size, these are re­
ferred as SURF-36, SURF-128, for example. Gradient Loca­
tion and Orientation Histogram (GLOH) builds statistics of 
image derivatives over a polar grid, gradients are collected 
into 16 orientation bins at 17 different locations. The result­
ing 272 dimension descriptor was analysed with PCA over 
47000 images, and the most important 128 dimension was 
kept in the final descriptor. Maximally Stable Extremal Re­
gions does not descends from SIFT. It operates based on the 
intensity image and finds regions which are stable against 
continous geometric and monotonic intensity transforma­
tions.

2.2.1. Invariant Moments

SAFT is also related to Affine Moment Invariants [3], [16] 
and to Color Image Moments [18]. The highest order mo­
ment utilized in SAFT is the 2'“*, while the others use higher 
degree moments also. Affine Moment Invariants use only 
moments calculated over the intensity image, while Color 
Image Moments over the multichannel image:

M?''" = I  xy^R^ü'lf'áA ,

where R{x,y) is the red channel of the image, for example. 
In contrast, SAFT operates on the gradient images, see (10).
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2.3. SAFT and the Lucas-Kanade Detector

Relation of SAFT to the Lucas-Kanade (LK) detector is es­
sential, since both the formulation of SAFT and it's basic 
idea descends from the affine LK detector. Already the first 
paper of Lucas and Kanade [8] suggest the affine extension 
of their method, to determine the infinitesimal affine trans­
formation between two similar portion of images.

3. Basic Relations of the SAFT Detector

SAFT was introduced by describing the invariance of an 
image to different affine flows [13], This invariance can be 
computed by the affine LK detector.

SflA -  Rba <8> (6)

The transformation S (and S) are unitary, if and only if the 
affine transformation encodes rotation and scaling around 
the origin.

3.2. Algebraic Background of the SAFT Descriptor

The formulation of SAFT originates from the affine exten- 
.sion of the LK detector, thus we describe the essential equa­
tions of the LK detector (with the notations of this paper) 
and then give the definition of SAFT.

3.1. Affine Flows: Definition

The basic formulation of the SAFT feature comes from an 
image's invariance against infinitesimal affine transforma­
tions. Infinitesimal affine transfonnations will be referred as 
affine flows, which satisfy that the local velocity depends lin­
early both on homogeneous position and on flow parame­
ters:

T ,V =  Q-PH =  ÍPh ®l2x2]-q ( 1 )

where v is 2 x 1 column vector of local velocity, Q is 6 DoF 
2 x 3  parameter matrix, ph =  [x y 1]̂  is 3 x 1 homogeneous 
position and q contains the elements of Q in column-major 
order, thus q is the parameter vector. It is possible to give an 
alternative definition:

V = [l2x2®PH^]-q, ( 2 )

with reversed order of Kronecker product, where q contains 
the element of Q in row-major order. All matrices descend­
ing from this alternative definition will be notated by hats (~). 
Q will be decomposed as

Q = [F t] = i'.t fx tx 
ry Sy ty q = Qh = Q

0 0 0 (3)

The elements of F is collected to f in column-major order
(f =  [i.t ry rx

3.1.1. Coordinate Transformations on Affine Flows

We can describe the same flow in coordinate frames A and 
B. which have the relation:

PHg =  T hb^PH/í , T h m 0 0
-Cm

1 (4)

where Rba is not necessarily orthogonal. The transformation 
rules for Q and q, q are

Qw = Rm QaTh m -

q« =  Sm Ta-Sm  = Thm  8>Rm (5)

q.A -  S/i^qfl, Sab — S.

3.2.1. Formulation of the Lucas-Kanade Detector

The generalised LK detector can determine the linear param­
eters of the optical flow between two images. The gradients 
and difference of these images are used in the calculations. 
The detector integrates quadratic error functions of flow pa­
rameters arising from the squared equation error of linear 
constraints against local flow velocities. Thus, the affine ex­
tension determines a quadratic cost function on the param­
eter vector q. The primary output of any LK detector is the 
homogeneous quadratic form of the reprojection error’s de­
pendence from flow parameters.

Usually, the extensions of the LK detector assume that 
v(p), the local flow velocity depends on planar position p 
and linearly on flow parameters q.

v(p) ^ L(p)q (7)

In the standard detector Lstd(p ) = I2x2. qsT/> = [lx fv]̂ - 
The affine extension can use for example L ph  ̂® I2x2 
and q = r, rx Sy tx ty]̂ - The LK detector integrates 
squared reprojection error at image points:

/'(v(p)'^g(p)- ■ A/(p))-w(p)dA

where A/(p) is the difference between the two images at 
point p, g = V/(p) is the (averaged) gradient of the image(s), 
and H’(p) is the applied windowing function. This results

i '  =  [q"l]
M n

h

M n .. /■ L(p)^g(p)
h ./ -A /(p) J [g(p)’̂ L(p) -/M[p)]wdA.

Minimising this error leads 
11.

HA

the relation q„pi 
argmin(e~{q)), qopi =  —M'^n, but the full informa­
tion extracted from the images is carried by M and n. 
Usually only the solution of the above equation is returned 
by the LK implementations. As described above, we are 
interested in the linear constraints against this solution, so 
we will use the full information encapsulated in matrix M.
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3.2.2. Calculating the SAFT Descriptor

The LK detector assumes that two, slightly different image 
will be analyzed to determine the optimal optical flow be­
tween them. However, all equations and assumptions remain 
valid if we feed the same picture to the detector instead of 
two different images. Why would one do so, as it is obvious 
that the optimal solution is the zero flow, as n =  0 => q„p, = 0 
in this case? The reason is. that we want to investigate, how 
does the reprojection error depend if we disturb flow param­
eters around the optimum q„pt 0.

M I  (PH®g)(PH®g)^w'cL4 (8)

M =  / (g0pH)(g®PH) wdA

The matrix M (and M) will be block symmetric with 18 in­
dependent elements and positive semi-definite. The squared 
total error can be expressed as:

: I e(p)^H'd4 =  q^Mq q^Mq.

Prior to measuring gradients a pre-processing convolution 
filter is used. A Gaussian bell is applied with parameter Ojif.

3.2.3. Coordinate Transformations

The behavior of the algorithm depends on the chosen coor­
dinate frame. The dependence is the following;

fT Mfl =  sJ bMaSab

where Sah and Sab are the same as in (5) and (6).

(9)

3.3. Normalising Flow Strength

As flows with parallel vectors of different flow strength 
(Q2 cq i, c € K) result different self-affine errors (e? "O') ^c"ej) proportional to c". flow strength should be normalised. 
To do so flow strength measure has to be defined. The length 
of parameter vector q is proportional to average squared flow 
velocity strength in the investigation window if the window 
is:

•  disk with r„uix = 2
•  Gaussian bell with o  =  V2,r,„iu 2> 1
•  square with sides 2\/3
•  Hann(ing) window w =  (I -f cosjjt-y/x- +y-//'(i 

with r„uit w 2 • 1.4655
r ) /2

Choosing the window and the coordinate frame according to 
the above ensures that any two flow parameter vectors with 
the same length represent the same average flow strength.

Remark I: This condition is assumed in the rest of this 
article.

The results above determine the optimal selection of the 
coordinate frame versus the investigation window. There­
fore, the coordinate unit is defined relative to the size of the 
window.

Remark II: In the following, the term unit (length) 
will refer the coordinate unit resulting from the deductions 
above.

3.4. Alternative Interpretations

This subsection gives alternative definitions of the intro­
duced entities and quantities. M also can be interpreted as
the homogeneous 2"̂* domain-moment of gg'.

M  = I [gg"̂ ] g) [phPh"̂] • wdA, ( 10)

Similarly M =  /  [phPh ]̂ ® [gg ]̂ • wdA. The block symmet­
ric property is clearly seen on the above formulae. Although 
M (and M) is the sum of Kronecker products, the spectral 
decomposition theorem of Kronecker products [6] cannot be 
utilized, since the required characteristics is lo.st during inte­
gration. Only the block symmetric property is preserved.

A 9 X 9 extension of M can be defined:

M* = I  (PH •PH^)( )(gH-gH)»vdA

where gH =  [gx gv and /  is the image intensity, g can also 
be extended as gH = [gv gy 1]̂ - In this case the lower right 
symmetric 3 x 3 block of M* describes only the shape of the 
interest window itself, not its contents.

3.4.1. Decomposition of M and M

The 18 independent elements of M can be compressed by 
the decomposition:

M . M.v^ Mxy 1 G a  +  G c G s
]VI,vv “  2 G s G a - G c

( 11)

where G/r, Gc and G5 are symmetric, and G -̂ is the homo­
geneous domain-moment of the squared gradient magnitude.

G;  ̂=  (M „4 Mvv), Gc=(M xv-M >v), Gb =  (M.,v + M.x

Each of this 3 x 3 symmetric matrices can be decomposed 
similarly:

G ,=
8iK + Sic Sis Six

Sis SiK ~ Sic giy
Six giy 8i\.

where subscript i can be either K, C or S. These elements can 
be arranged to:

[gi'A' gic 8is Six giy gil] •

Hence we obtain 6 x 3 =  18 independent scalars to describe 
M. Vectors m^-, me and m^ can be enclosed to:

G =  mA me m^ ( 12)

The 6 x 3  matrix G describes all information enclosed to M 
(and M).
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Let C, the 2 X 2 symmetric matrix denote the lower-right 
part of M:

C =  M5...6 5, „6 (13)

C is frequently used in keypoint detectors, for example 
in the Harris [5] and in the Shi and Tomasi [17] comer de­
tectors. It is also the fundamental output of the standard LK 
problem, as = [l  tv]C[f( iv]  ̂ describes how sensitive is 
the image detail against different translations. The sum of 
squared errors of two uniform shifts in any two perpendicu­
lar directions can get by:

£/tC ”  trace(C) ■ (14)

which is the accumulated energy of the ’AC component in 
the image.

C can also be interpreted as the 2"“̂ order component 
of the gradient histogram (range-moment) of the image 
(/ gg^u’dA), and hence:

Eac = 8K]/2

3.5. Similarity transformations on G

If the SAFT feature is evaluated in the same region, but in 
a different coordinate frame, which is scaled and rotated re­
spect to the original one, then S/j/\, the matrix describing the 
relation between and M« will be ortogonal. The ele­
ments in G change with coordinate frame scaling (c G R) 
and rotation (a) according to the following:

Z,,(a)
03x3

O3X.3
^2t 'T c I  HA

23(a), =
cRa (15)

' 1 0  O '
Ra = Ca —Sa 

So. Ca , Z.3(a) = 0 C2a S2a 
0 -S2a C2a_

This simple transformation mlc is the reason, why we 
chose representation G according to (12). Several rotation 
invariant quantities can be found, for example 8Ck +
S sh  etc-

4. Matching features with SAFT

The 18 independent element of G was not found to be 
enough for matching image details based on experiments. 
These experiments localized interest windows by Lowe's 
DoG method [7]. Thus, the location and size of the win­
dows were fixed during the tests. However, the ’wavelength’ 
(Ojjf) of the pre-processing Gaussian filter was varied dur­
ing the tests. These variation led us to the idea, to evaluate 
G. the SAFT feature at different spatial frequencies.

We found 3 filters, which produced a SAFT feature- 
triplet, that contained enough information required for re­
liable, robust matching. This gives a feature veetor length of

round F ‘ 2^^ r̂d

/V, window radius 20 17 10
^dif 0.25 1 2.8
^im rKl?t r„./3 rw/'S

Tabic 1: SAFT filter settings for resampling, differentiating 
and integration for different rounds. All quantities are given 
in resampled pixels.

54 elements, which is considerably smaller than the 128 el­
ements of SIFT. Table 1 shows settings for each member of 
the feature triplet. These setting was found to perform the 
best among those we tested, and preformed comparable to 
SIFT. The test implementation used a preliminary scaling of 
the diagonal of M by 1.5 before calculating G. Optimal scal­
ing of the elements in G was described in [14], which scaling 
was not tested yet. Each 18-dimensional feature vector has 
been normalised in the test setup. Other possibilities are nor­
malising the 54-dimensional feature vector, or dividing each 
element by Eac „̂̂ or by Eac.î  ■ h has to be taken into 
account, that larger o ,̂-/ values are resulting lower cut-off 
frequencies, thus, the gradient magnitudes will be smaller. 
One might apply the transormations:

G]sl =  G]sl, G7nd =  G-,nJ —G].sl, G-̂ rd G3rd — VJ2hd'

The new descriptors represent different frequency bands, 
which have gradient strength proportional to their medium 
frequency. The 18 Dof descriptors therefore needs to be 
scaled according to this effect, before combining the 54- 
dimensonal descriptor.

Remark: o,„, =  rw/S does not contradict to Ci„, = 
x/lunits, rather it defines the ratio of the optimal coordinate 
unit to r̂ -.

4.1. Optimal Rotation

One benefit of using analytical moments as feature descrip­
tors over histograms that several post processing steps can 
be applied after feature evaluation. One such step is rotating 
the feature descriptor according to interest window rotation. 
Section .3.5 describes the algebraic relations in this case. This 
setup has the advantage, that the rotation between two fea­
tures can be varied during matching, and an optimal rotation 
angle can be found based on best matching candidate. Un­
fortunately, closed expression for optimal rotation can not be 
found for general cases, however, the computational require­
ment of the exhaustive search for best angle alignment can 
be decreased considerably.

Furthermore, during guided matching (this step is per­
formed if a preliminary registration has been acquired, and 
the current task is to find best pair based on preliminary 
hypothesis, [4]) the relative rotation between two matching
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candidates can be obtained from the preliminary transfor­
mation, and features can be considered pairs only if they de­
scriptor align when evaluated with the relative angle coming 
from the preliminary transformation.

Determining optimal rotation was not tested during fea­
ture matching yet, we used the angles calculated by SIFT 
during our first experiments. Our next paper will contain the 
comparison of the two methods for determining the relative 
angle of two similar feature.

S. Comparison with SIFT

This paper focuses on the SIFT and SAFT feature descrip­
tor calculation and performance. Interest window localiza­
tion was done in our test in the same way for each descrip­
tor. We used the codes of Andrea Vedaldi [20] for localizing 
interest windows and extracting SIFT features. SAFT fea­
tures was extracted by our code. Run times will not be com­
pared, while the original code use C functions called from 
MATLAB®, while our code is running on the interpreter.

In the following, we distinguish between the two main 
steps of SIFT by using the expressions SIFT keypoint lo­
calisation and SIFT descriptor calculation.

5.1. Computational requirement

With the current parametrization of SAFT, calculating one 
SAFT descriptor takes more operations than calculating one 
SIFT descriptor. However, due to the shorter parameter vec­
tor, SAFT becames faster if the computational requirement 
of exhaustive matching is also considered. Suppose, that for 
n images one would like to match each image with m other 
images, while having d descriptors in each image.

Feature extraction time is proportional to n ■ d while 
matching time is proportional to n ■ m ■d'̂  j l  If m = .1 and 
d - 2000, the advantage of SAFT to SIFT is 888 million 
mul/add operations per image during matching, while the 
disadvantage during feature extraction is approximately 150 
million simple operations per image.

Remark I.: SAFT does not use transcendent functions 
during feature extraction, while SIFT uses atan2() and 
sqrt{). Remark II.: The computational requirement of 
SAFT during feature extraction might be lowered by tuning 
certain parameters.

5.2. Invariance

The affine invariance of SIFT descriptor is limited, but is re­
ported to be robust enough for matching rotated 3D objects 
|7]. This invariance is due to the gradient histogram bins, 
which give very .similar results for slightly distorted image 
content. The affine invariance of SAFT comes from the an­
alytical evaluation. In [13] and [15] it is highlighted, that

the SAFT matrix encodes image information in an affine in­
variant manner. Any SAFT feature can be post processed as 
it were evaluated in a different coordinate frame (9). Thus, 
the descriptor itself is analytically invariant against transla­
tion, rotation, scaling, affinity and shear. However, this in­
variance of SAFT is weakened due to the used differentia­
tion and integration kernels and the used SIFT feature local­
isation code. Thus, the whole algorithm is absolutely robust 
against rotation, scaling and translation, and slightly invari­
ant against affinity as in the case of SIFT.

We observed the effects of all phenomenon described 
above during our tests. We did not find any of the two fea­
ture considerably superior in invariance against affinity and 
spatial rotation of objects when they was used to match pho­
tographs. However, the formulation of SAFT has undiscov­
ered possibilities to extend the algorithm to be more robust 
against the mentioned effects. For example, during guided 
matching, (9) can be applied to compare features in coordi­
nate frames according to the preliminary, locally affine ge­
ometric transformation. This method could be extended to 
modify the integration window also.

5.3. Extracting geometric information

SAFT is able to extract various geometric information from 
image details, if the detail con.sists of a few colored areas 
bounded by analytical curves. This ability of SAFT is de­
tailed in [13] and [15]. It can find the followings by closed 
expressions: equation of conic sections, vanishing point of 
convergent lines, circles which fit best to image curves, etc. 
As C can be reproduced from the SAFT feature, it can be 
used, to determine the uncertainity (or covariance) of the ob­
served position of the given feature. As the invarance of the 
image detail against affine transformations is incorporated in 
the SAFT descriptor, this information can be utili.sed when 
calculating the optimal piecewise affine dense matching be­
tween two images resulting minimal SSD pixel error.

The SIFT descriptor has no similar abilities.

5.4. Test Results

This paper describes only the first test results of the SIFT- 
SAFT comparison. A directory processing algorithm was 
used to compare successive image pairs of a photograph 
.sequence and find the epipolar geometry which describes 
the relation between them. Feature localisation was done 
by Lowe’s DoG method. Feature orientation calculation was 
also done by the algorithm of Lowe to enable the pure com­
parison of descriptor performance. Feature extraction was 
done either by SIFT or by SAFT with the parameters de­
scribed in Section 4. Feature matching was done by elemen­
twise comparison. Only matches with relatively far second 
closest match were considered, according to Lowe’s recom­
mendation. Distance threshold was set to 1.5.
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Figure 2: Second image sequence used in the tests of Ta­
ble 2.

The quantities listed in Table 2 show that the two fea­
tures behave comparable in 5 cases out of 9, slightly worse 
in cases Id-la and 2a-2b, while SIFT finds more matches 
in the remaining 2 cases: Ib-lc and 2e-2f. When only the 
largest 230 keypoints arc matched, SAFT gets more closer in 
performance. SAFT performance depends on the size of the 
keypoints, because the 1*‘ round of SAFT feature uses finer 
resampling than SIFT, resulting that for small keypoints. the 
F ' round does not contain useful information. Image se­
quences were not selected based on SAFT performance, but 
were choosen independetly.

5.5. Adjustable parameters

The following parameters affect the performance of SAFT 
as photograph matcher;

• The ratio of vs. the size of the localized feature. The 
code of Vedaldi uses SIFT descriptor area radius which 
is 6 times bigger than the localized size. Our application 
uses the same window, which results that 0,„, is the double 
of the localized size.

• Two parameters appearing in Table 1; and (Sdi/s for 
each round.

• Decreasing the ratio of /„ to o,„, decreases computational 
complexity, but increases windowing effects.

• The scaling of the elements of G. (Changing the ratio of 
the coordinate unit and a„„ can be interpreted as one kind 
of scaling.)

• The normalisation of the 54-dimensional feature vector. 
See Section 4.

• The minimum required ratio of the closest distance to the 
second closest distance.

Up to this date, only the effect of iw and Ojif was inves­
tigated in details, while other parameters were not varied. 
Detailed tests are to be carried out in the near future.

6. Color Channels

Until this point, we supposed that the image consists of one 
(grayscale) channel. As for the UK detector, the simple ad­
dition of the resultant M matrix of every channel results the

correct propagation of sum of squared pixel errors, measured 
channelwise.

=  Mr -b M(; + Mg

The resultant SAFT matrix MgQg encodes more information 
than Mgrav of the grayscale version of the multichannel im­
age. Generally, the above formulation fits to geometric infor­
mation extraction from SAFT. When SAFT is used as feature 
detector, one might want to compare the feature vector (or 
matrix) of each color channel separately. The tests described 
in this article used Mj,™, , because otherwise it could not be 
compared to the performance of SIFT. The performance of 
SAFT based on Mr^íí and channelwise feature comparison 
needs to be tested.

7. Implementation

The authors plan to publish the developed MATLAB® (and 
C+-I-) compatible algorithms in the near future.

8. Conclusions

This paper has described the basic extension of the SAFT 
descriptor which enables using it to match photographs. It 
reports our first comparison to SIFT. Not all parameters were 
optimized, the parameters used in the presented tests are the 
first parameter set which performed dose to SIFT while be­
ing computationally simpler.

A detailed article of this subject is expected to be con­
tributed in the near future, which will contain more test re­
sults about the tuning of SAFT parameters together with de­
tailed comparisons to other feature descriptors.
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Appendix

8.1. Frequently used variables

size description Fq.
C 2 x 2 lower-right part of M (13)
g(i,.v) 2 X 1 gradient of the image at x,y
G 6 x 3 SAFT feature descriptor (12)
Gc.Gs 3 x 3 domain-moment of horizontal 

and vertical gradients
(11)

Gk 3 x 3 domain-moment of gradient 
strength

(11)

M .M 6 x 6 SAFT descriptor matrix (8)
PH 3 x  1 Homog. planar position in cur­

rent frame [.r >■ 1]̂
(1)

Q 2 x 3 Matrix of affine flows (1)
q, q 6 x  1 affine flow parameters, elements 

of Q
(1)

S,S 6 x 6 Matrices transforming q.M and 
q.M

(-5),(6)

Th .3x3 Homog. affine coordinate trans­
formation matrix

(4)

w{x,y) 1 X 1 windowing function of the image 
at x,y

Zy(a) 3 x 3 Matrix transforming G (1.5)
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Abstract
The paper discusses technologies o f motion detection focusing on image processing methods for real-time 
motion detection using camera images. Popular image processing methods like SAD or estimation o f the optical 
flow have significant disadvantages in low resolution video sequence applications. The extension o f the SAD 
method, called WSSAD is introduced in this paper. This algorithm reduces the number o f false detections. The 
WSSAD and the SAD method is tested and compared using an experimental motion sensor module.

Categories and Subject Descriptors (according to ACM CCS); 1.2.10 [Vision and Scene Understanding]: Motion

1. Introduction
Motion sensors are prominently important parts of 

security, home care and Ambient Assisted Living systems. 
These sensors monitor our state and environment 24 hours 
a day. In these domains, besides motion sensors operating 
by infrared principle, camera systems become popular.

The active infrared sensor emits infrared light and 
measures the reflected intensity. The passive measures the 
light intensity of the environment in the infrared domain. 
The sensitivity characteristics of these sensors are not 
linear in the measurement range. The manufacturers are 
trying to reduce this non-linearity using optical solutions. 
This technology also have problems with infrared emission 
of external light sources and air movement. Most of the 
infrared sensors have high false detection rate due to its 
sensitivity to these environmental effects. In these cases the 
sensor detects motion but only the lighting has changed or 
hot wind has blown.

Sensing visible light using a camera is the other 
operating principle of motion detection. Camera systems 
monitors the scene permanently and produces images from 
time to time. This video sequence is the input of motion 
detection algorithms, which typically use image processing 
to identify motion in the observed area. The goal of motion 
deteetion is not to detect or track all objects on the scene 
but produce a sequence of binary values (motion / no 
motion) from at least two sequential images.

Unfortunately, these systems also have disadvantages 
like sensitivity to lighting condition changes. In addition, 
application of high resolution cameras is not a cost 
effective solution, because they require fast and expensive 
processing hardware, such as DSP-s or FPGA-s. Motion 
detection using low resolution eamera images and 
proeessing with a microcontroller can be suitable to reduce 
costs, but raises some other issues. Image processing 
methods like the estimation of the optical flow fails in this 
context due to the low resolution of the images. It needs 
high processing speed, which a controller can not ensure. 
In contrast, methods like SAD (Sum of Absolute 
Differenees) ean be executed on a simple microcontroller, 
but they are sensitive to lighting changes.

This paper focuses on image processing methods of real­
time motion detection using video sequences or camera 
images.[l] We introduce problems, solutions and 
implementation proposals for motion detection using low 
resolution images.

2. Motion detection using video sequences
Effective sensors uses simple methods to measure 

particular quantities of the environment as fast and reliable 
as possible. We discuss the methods, which use sequential 
images as an input and produce logical output of two 
possible values: MOTION, NO_MOTION.

Motion detection methods can extract wide range of
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image features. Sappa et a\. introduced a method -which 
uses the extraction of edges to detect motion.[2] A type of 
methods models background and compares it to the actual 
image.[3] Ulges at al. introduced a background modeling 
technique based probability calculation of the dominant 
motion. [4]

I f  two sequential images (h  , b) are given, the most 
plausible solution is to subtract the intensity o f each pixel 
of the images. The result is an image called difference 
image and contains the intensity differences between the 
sequential video frames. The Sum of Absolute Differences 
(SAD) method is based on this principle.[1] This sums the 
absolute value of the pixels of the difference image, and if 
this value is grater than a threshold value the result is 
MOTION. The SAD can be calculated using the following 
formula.

S.4D = XZl/.. ( 1)

where the actual and previous images are I a and Ip, H is 
the height, W is the width of these images. The result R can 
be calculated using threshold value T.

;j_ | MOTION if  SAD >T 
I NO MOTION otherwise (2)

This method needs at least one image to store to 
calculate the difference image. This image is typically the 
previous image in the image sequence. After a calculation 
step, the stored image is overwritten with the actual image. 
The main advantage of this method is the low memory 
need and the fast speed. On some conditions, this method 
can be executed in image reading time. One of these 
conditions is that the time between pixel arrivals must be 
grater than the processing time for a pixel. The processing 
time consists of one absolute differencing and one addition 
operation. In most cases, this method can be executed real­
time. Unfortunately, this method is highly sensitive to 
lighting changes, because it makes a hard assumption, that 
the high intensity difference is motion. The SAD method 
analyzes each pixel value independently, accordingly 
global lighting changes are considered as motion. If there is 
a sudden and/or significant change in illumination, the 
SAD value can be high enough to be commensurable with 
an elemental, real motion. This makes impossible to choose 
a sufficient threshold value. Because of the high speed and 
low memory need, SAD is suitable for motion detection but 
only if we can reduce the sensitivity to lighting change. 
Several types of the SAD method can be found in the 
literature. Hemández-García at al. presented an extended 
method using Hamming distances.[5]

Another image processing principle is the estimation of 
the optical flow. Technically, it is the calculation of 
movement of the image pixels. The result of these methods 
is a vector field which represents the motion (velocity) of 
image pixels. This vector field shows how we can get the 
actual image from the previous one. These methods make 
an assumption, that the intensity of pixels is constant and 
only the location o f the pixels can change. Formally

I(x{t + At) ,y( t+At) , t+At)=I[x(t) ,y( t) , t )  (3)

where I(x, y, t) is the image function in time t and At is 
the elapsed time between the two images. This equation 
called optical flow constraint. Due to the indecision, other 
constraints must be introduced to estimate optical flow. 
Several methods are available in the literature, like Horn 
and Schunck or Lucas and Kanade methods [7], but other 
differential, correlation-, frequency- and phase based 
techniques can also be found. [8] The advantage of these 
methods is that only pixels belong to a moving object is 
recognized as motion. This reduces the probability of false 
detections. The main disadvantage of these methods is the 
complexity. Although there is a possibility of parallel 
optical flow processing using programmable logic [9], 
processing using a simple microcontroller could be a time 
consuming task. Zheng at al. combined background 
modeling and optical flow processing in one method. [10]

Figure 1; TOF camera

Motion detection methods, which measure spatial 
arrangement of the scene are also belong to camera based 
techniques. For instance, Wang at al. developed a stereo 
vision system [11] as well as Penne at al. presented a TOF 
(Time Of Flight) camera based system (Figure 1). [12] 
Kimura at al. developed a new VLSI sensor, which uses a 
quasi 2D method (projection) to detect motion. [13]

3. Motion detection using low resolution images
Speed of image processing not only depends on the pixel 

reading time but the resolution of the images. The higher 
the horizontal or vertical resolution is, the more operations 
we have to do. Reducing of resolution is not certainly 
satisfying solution for speed up the detection under the
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same efficiency requirements. The resolution reduction 
causes that the far, small motions become undetectable.

Using low resolution image sequences the detection 
speed can be raised but far motions detectability is lower. 
This effect is caused by the operating principle of cameras: 
the pixel intensity is the mean of light intensity from the 
subspace belongs to the pixel.

Figure 2: High and low resolution 
images

The resolution reduction means the enhancement of the 
subspace of each pixel. The motion in one of these 
subspaces can cause only the intensity change of the pixel. 
Therefore, the motion detection algorithms above, 
particularly the optical flow, become inappropriate 
solution. The SAD method for low resolution images keeps 
the disadvantage, that the intensity difference between two 
sequential image can not only be caused by motion but 
global illumination change. For low resolution images, it 
can be ideal to check somehow, if the intensity change 
caused by motion. This criteria -  like the optical flow ~ can 
only be estimated.

4. WSSAD method
The basic idea is to introduce a constraint: illumination 

change causes intensity change of pixels in a whole 
segment of the image. Accordingly, the pixel intensity 
change caused by motion if this change significantly differs 
from the brighmess change of the surrounding pixels. We 
can introduce a method based on this principle, called 
Window Scaled SAD (WSSAD). This method extends 
SAD with the constraint above, to distinguish motion from 
illumination change.

The image is divided to equal size windows. This size 
can be represented by the integer value R. So thus, the 
window width (w) and height (h) is:

w = —  «=-
R R (4)

where W is the width and H is the height of the image in 
pixels.

The WSSAD algorithm

1. Calculate average brightness of each window of 
the actual and the previous image in the 
sequence:

jh

y = { ; - l ) ; i + l  j r = ( i - l ) w + l

I
iw

I

(5)

(6)

2 .

where i= 1.. R and j= 1. .R.

Calculate the WS sum for each window. Sum the 
pixel intensity change scaled with the brightness 
change of the window. The SDPX value -  the 
scaled difference of the intensity change -  can be 
calculated with the following formula. Here, dx 
and dy means the position of the pixel in the 
window and x=(i-l)w+dx, y=(j-l)h+dy.

SDPX^ =
AB.

AB,
■ i f  AB p

IA —Ip Otherwise

(7)

where i=l..R and j=l..R. A Tpixei threshold value 
can be given to get SDPXT values for each pixel:

SD PXT,,-I VSDPX^ > T^^}
0 otherwise (8)

With this, the WS value can be calculated using 
the following formula.

Z Z SDPXT ̂
, v = ( y - l ) A + l  x = ( i - l ) * v + l

(9)

3. Calculate the GS global sum value. A Twmdow 
threshold value can be given to reduce noise 
effects (WST). The GS value is the sum of the
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window sums:

R R
( 10)

4. Result. A global threshold value (Tgiobai) can be 
given:

R= MOTION if 
NO MOTION otherwise ( 11)

The selection of the Tgiobai, Twmdow, Tpáei can be empirical, 
adaptive or learning algorithms can be used. These 
parameters of the WSSAD algorithm can be adapted to 
lighting in the observed area and parameters of the camera.

It should be noted, that the WSSAD method in this form 
requires storing at least the actual and the previous images 
in the sequence, because step 1. and step 2. can not be 
contracted.

5. Implementation proposals
In this section, we discuss implementation problems and 

proposals for motion detection from low resolution video 
sequences using a single microcontroller system.

The presented WSSAD method requires storing at least 
two images from the sequence to detect motion. If the 
internal memory of the controller allows of storing both 
images, we recommend to choose this, because of the 
shorter access time. If it is not possible, the images can be 
saved in an external storage (RAM for instance). Attached 
this to the controller, image data become accessible.

If we would make high resolution images in case of 
motion, we can speed up the method by always taking the 
high resolution image independently of motion is detected 
or not. With this extension, the time between the motion 
and sending the high resolution image can be reduced. 
Most cameras have snapshot function. Using this function, 
we do not have to save the image, because the camera 
module stores it until the presence of motion is determined. 
If the decision is NO MOTION the snapshot should be 
dropped. Another criteria for keeping the high resolution 
snapshot can be the output of the SAD method. This can be 
executed in image reading time if there is enough time 
between pixel arrivals. This time consists of one pixel 
reading, one addition and one absolute differencing 
operation time beyond the WSSAD pixel operation time. 
This means that the high resolution image is kept and the 
WSSAD is processed only if the SAD deteets motion. This 
extension can efficiently reduce the processing overhead.

If the time between pixel arrivals and the memory size 
allow, more optimizations of the WSSAD method we can 
give. The main idea is to calculate the AB values (WSSAD 
step 1.) in image reading time. This extension needs storing 
two RxR matrices. Each cell of the matrices have to store a 
sum of pixels in a window (wh). Using these temporary 
variables, the WSSAD step 1. can be transformed as 
follows:

1. Calculate average brightness of each window for 
the actual and the previous image in the 
sequence:

Let n=l 
While n<3

Let row=0, col=0 and wrow=0, wcol=0 
While wrow<R

Wait until a PX pixel arrives 
Store PX
ABn[ wcol] [wrow]=AB„[weol] [wrow] 
+PX
If col=h-l and row=w-l then divide 
AB„[wcol][wrow] with wh 
Recalculate indices 

End while 
n=n+l 

End while

Here, n is the image number, row and col is the row and 
column of the actual pixel, wrow and wcol are the window 
indices. The recalculation of the col, row, wcol, wrow 
values is as follows:

Let col=col+l
If col=w then

Let col=0, wcol=wcol+l.
If wcol=R-t then

Let wcol=0, row=row+l.
If row=h then let row=0,wrow=wrow+l

End if
End if

Accordingly, the additional processing time of the 
extended WSSAD method step 1 consists of the time of 
four indirect accessing of the matrix, one division, two 
condition evaluation and the time of recalculating the 
indices.

6. Experimental system and results
Our experimental system is a motion sensor consists of 

an OEM camera, a wireless communication module and a 
processing module with a microcontroller.

The camera module is connected to the processing
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module via serial interface (UART). We use two 
resolutions:

• 80x60 pixels, 8bit grayscale. Extended BMP 
format (low resolution image)

• 640x480 pixels, RGB, JPEG format (high 
resolution image)

The communication module is a ZigBee wireless module 
in our experimental system.

The processing module is a unique microcontroller 
module, developed at the Bay Zoltán Foundation for 
Applied Research (BAY-IKTI), Hungary. It contains a low 
power consumption microcontroller, an SPI RAM module, 
and serial lines to the camera and the ZigBee module.

The methods tested using the four most significant test 
cases:

1. No motion, no lighting change

2. Motion, no lighting change

3. No motion, lighting change

4. Motion and lighting change

To test methods using these cases we made several 
image sequences. We compared the results of WSSAD and 
SAD methods. For each test cases, on the following 
figures, we illustrate the results with the two sequential 
source images (upper row), the result of the SAD (lower 
row, left) and the WSSAD (lower row, right). On result 
images the bright pixel represents motion detected by the 
algorithm.

In first test case except for the camera noise both the 
SAD and the WSSAD gave good results. False positive 
detections could be eliminated with suitable threshold 
values (Figure 3).

In second test case both methods gave low false negative 
detection rate with suitable threshold values (Figure 4). For 
the SAD method it is difficult to choose the threshold value 
because the deviation of the SAD values is high.

The third case is the most interesting. In this case, the 
SAD method, due to the lighting change, gave ten times 
higher values than the WSSAD. This value is 
commensurable with the values in case of motion. It makes 
impossible to find an ideal threshold value for the SAD. 
The false detection rate for this case hits the 21 percent, 
which is not acceptable. The WSSAD method extremely 
reduced the effect of lighting change using suitable 
threshold values (Figure 5).

The last case is the combination of the second and third 
case. The SAD detected motion because not only of real 
motion but lighting change. The WSSAD method gave 
right decision for each sequence. This refers to motion 
because the WSSAD reduces lighting changes (third test 
case). The pixels of the result image is only bright near the 
real motion (Figure 6).

Figure 3: First test case.No 
motion, no lighting change

Figure 4: Second test case: 
Motion, no lighting change

Figure 5: Third test case No 
motion, lighting change

Figure 6: Fourth test case: 
Motion and lighting change
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This system is in test phase at the moment. The 
robustness of the final system is expected to be higher, and 
we would like to analyze the possibilities of sensor fusion.

7. Conclusions
In security and home care applications, sensors, which 

measure environment parameters, plays more and more 
important role. These sensors set up sensor networks and 
send data through wireless connection. The goal of this 
project is to develop a low power consumption motion 
sensor with the ability to be a node of a wireless sensor 
network. Using a microcontroller platform, real-time image 
processing of high resolution is not solvable. The 
traditional motion detection methods like SAD are not 
suitable for low resolution, so as an extension, we 
introduced the WSSAD method. This method calculates the 
absolute difference scaled with the average brightness 
change of the surrounding pixels. Before the tests, we 
analyzed implementation problems, possibilities and made 
proposals to enhance robustness, reliability and speed of 
the WSSAD method. For testing, we used an experimental 
system consists of a camera-, a processing- and a wireless 
communication module. Experimental tests gave promising 
results for sequences of each test cases. WSSAD method 
reduced the effect of sudden lighting change, and only the 
real motion was detected.

For further work, we would like to connect an infrared 
device and analyze the further possibilities of sensor fusion 
in motion detection. Reducing the power consumption is 
also a future work. We can use sensor fusion, lower power 
consumption camera and controller to reach this goal. In 
future we would like to extend WSSAD method using the 
examination of the effect of shadows on WSSAD method.
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Abstract
An on-vehicle omni-directional camera-based road-safety assessment system and approach was outlined recently 
for narrow, but busy roads. Some experiments pertaining the mentioned system and approach are presented here. 
The outline o f the system is also given.

Categories and Subject Descriptors (according to ACM CCS); 1.2.10 [Artificial intelligencej: 3D/stereo scene anal­
ysis, 1.2.10 [Artificial intelligence]: Video analysis, 1.3.3 [Computer graphics]: Viewing algorithms, 1.4.8 [Image 
processing and computer vision]: Tracking and 1.4.9 [Image processing and computer vision]: Applications

1. Introduction

Vision-based assessment of road safety is a current topic in 
the traffic safety literature, see e.g., Working along this line 
of research, an on-vehicle omni-directional camera-based 
road-safety assessment system was outlined for a certain 
category of roads. Some of the roads that belong to this road 
category within Hungary are critical in the context of the 
country’s traffic safety.

Some initial results from the experiments pertaining to the 
aforementioned system and approach are presented herein. 
Also, the outline of the proposed system is presented in the 
paper.

1.1. Roads and accidents

Big volumes of road accident statistical data are available in 
respect of the EU and OECD countries Comprehensive 
studies analyze the causes, circumstances and the fatalities 
of these accidents, as well as, the perceptible trends behind 
these. Other studies estimate the direct and indirect eco­
nomic costs  ̂ arising from these accidents.

In Hungary, fatal traffic accidents number about one- 
thousand per year with about seven-thousand traffic acci­
dents per year resulting in serious injuries.

With only a relatively small portion of the budget being 
spent on constructing new motorways, and on the mainte­

nance and reconstruction of the existing road infrastructure 
-  which is as in a fairly poor shape already -  it is of great 
importance to use the available funds in a meaningful way.

1.2. R&D stanchions

We build upon several stanchions o f the R&D work in de­
veloping a viable system and approach. These are the expe­
rience gained in some of our earlier R&D projects and the 
information published by other teams.

Our own experience covers computer vision based traf­
fic lane detection and tracking ' \  and modelling the light- 
reflection at free-form specular surfaces, as well as, the ge­
ometrical reconstruction of specular surfaces -  e.g., the 
shape of the tear-film coated human cornea -  from a single 
view or multiple views.

It is probably worthwhile to explain how and in what 
sense the these experiences are relevant to the development 
of vision-based road safety assessment system. First of all, 
the concrete application field and the sensing modality are 
common with those associated with the traffic lane tracking 
system mentioned above.

The algorithms and tools ** developed in conjunction 
with the mathematical modelling of specular surfaces are 
expected to be particularly useful in the development of 
the proposed system. This is because non-spherical -  in
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cases custom-designed -  mirrors are often used in catop­
tric and catadioptic omni-directional systems. So, for in­
stance, a custom-shaped mirror can be derived -  i.e., ge­
ometrically specified -  from a rough specification of the 
omni-directional system's expected optical behaviour with 
the help of these algorithms and tools. Some further details 
are given in Section 4.

We had to rely on external sources of information in re­
spect of the surrogate safety measures -. the Surrogate Safety 
Assessment Model (SSAM) " .a s  well as. in respect of the 
omni-directional vision systems

Building on these stanchions, a vision-based approach 
of assessing traffic safety on narrow, but busy roads was 
proposed in The imaging device suggested there was a 
catadioptric omni-directional camera mounted on a probe- 
vehicle (i.e.. a vehicle that moves with the road traffic).

2. Traffic surveillance approaehes

In the present paper, the traffic safety related aspects of traf­
fic surveillance are emphasized, though, clearly, such sys­
tems are used for other traffic related purposes, as well. 
These purposes include e.g., traffic management, and travel 
time collection. The collected data could then be sent cither 
in an offline, or an online manner to data collecting cen­
tres. The mode of data management obviously affects the 
way the collected data can be utilized. In case of the road 
safety assessment, both real-time and offline implementa­
tions could be meaningful. The real-time implementation, 
however, could support a richer set of road safety-related 
functionalities.

There are two main types of traffic surveillance systems, 
namely road-based and vehicle-based systems. The road- 
based traffic surveillance systems, such as inductive loops, 
have been the most important means of road surveillance and 
incident detection for many years. It was mainly due to their 
reliability and inexpensive operation.

With the fast and significant changes experienced in sen­
sor technology the camera-based and other recent road­
side vehicle detection technologies are now also used ex­
tensively in traffic measurements, e.g., for measuring high- 
volume road traffic Simultaneously with the technolog­
ical advances concerning vehicular sensors, the increased 
speed and reliability of the detection algorithms has also 
significantly eased the implementation efforts involved in the 
development of vehicle-based surveillance systems.

Vehicle-based traffic surveillance systems involve probe- 
vehicles -  equipped with some tracking devices -  that allow 
the vehicles to be tracked by a central computer facility. Al­
though, vehicle-ba.scd traffic surveillance systems are not yet 
in wide use, these systems could gather rich data on travel 
times and detect traffic incidents. They can also be used to 
estimate traffic flows and origin-destination patterns.

Recently, a visual vehicle-based traffic surveillance sys­
tem, interestingly, but not surprisingly using an omni­
directional vision approach, was proposed for the above out­
lined applications From our point of view, the paper's most 
relevant contribution was the definition, generation and the 
use of dynamic panoramic surround maps, as these maps 
could be used to calculate the surrogate safety measures 
given in -.

2.1. The case of busy and narrow roads in Hungary

Though some sections of motorways and multi-lane roads 
have been built in the last few years in Hungary, a signifi­
cant percentage o f the road traffic is served by two-lane -  
i.e., one-plus-one-lane -  roads. Unfortunately, still lengthy 
sections of the national main road netn’ork belong to the 
one-plus-one-lane road category. Some of these sections -  
e.g., sections along the national main road no. 4 -  are bur­
dened with intense and relatively slow truck and lorry traf­
fic. These sections tend to be over-saturated for longer and 
longer peak-hours. The situation is saddened by the impa­
tience and carele.ssness of drivers. See the illustrative snap­
shot shown in Fig. 1.

Indeed, the drivers ’ irresponsibility has reached an aston­
ishing and frightening level. Manoeuvres -  such as risky and 
life-threatening overtakings -  have become the "norm" on 
the these one-plus-one-lane roads. In many cases, it is not 
the speed-limit though that is violated, but the prohibition, 
or the safety rules o f overtaking. The all the factors render 
these sections extremely unsafe. We will refer these roads as 
target roads.

There is a growing governmental intention to monitor, 
regulate and control the traffic on these roads, e.g. by deploy­
ing speed cameras and other traffic surveillance equipment.

Figure 1: Lengthy sections of the Hungarian main road net­
work belong to the one-plus-one lane road category. Some of 
these sections are extremely unsafe. It seems that the drivers ’ 
irresponsibility has reached an astonishing and frightening 
level.
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and by using traffic-dependent traffic light control regimes 
that optimise the throughput of junctions. However, there is 
still much to be done in respect of accident prevention on the 
target roads.

In view of this poor traffic safety situation, it is question­
able whether viable measurements and effective preventive 
measures, in respect of the target roads, with any hope of 
success can be achieved by solely stationary means. It seems 
to us that at least some measurement devices should move to­
gether with the traffic. In other words, apart from the station­
ary (i.e., road-ba.sed) surveillance approaches and devices 
already widely used, the use of some sort of vehicle-based 
surveillance approach and system seem to be necessary. In 
'■*, we suggested using a mobile visual vehicle-based traffic 
surveillance system -  somewhat similar to the one described 
in •* -  for the target roads.

The data collected in this manner could be processed, 
analyzed and data-mined with the aim of identifying non­
trivial unsafe geographic locations -  e.g., road sections 
other than junctions -  and other conditions -  e.g., weather, 
working day/weekend -  where and under which unusual ve­
hicular and driver behaviour frequently occur. This can be 
done in a similar manner to the validation of the crash- 
prediction capability of micro-simulations of intersections 
reported in -. This way, potential nontrivial accident hot­
spots could be identified and appropriate preventive actions 
could be taken.

3. SSAM for dynamic traffic scene evaluation

Traditionally, transportation agencies had used statistical 
analysis of crash records to evaluate the safety of intersec­
tions, interchanges, and other traffic facilities. If a specific 
location had "produced" high number of crashes over years, 
this location was investigated and possible remediation was 
considered. Unfortunately, this process assumes an excessive 
number of crashes to have happened at locations.

Although this method will stay with us to calculate the 
grim ground truth about crashes, as a less gloomy alterna­
tive, crash-number prediction formulas based on traffic-flow 
values were proposed as early as 1960. At about the same 
time, with similar motivation, that is to assess and manage 
the safety of traffic facilities more effectively and in a pre­
ventive fashion, the use of surrogate safety measures was 
proposed. The surrogate traffic safety assessment evaluates 
traffic conflicts -  scenarios where two or more road users 
are likely collide without evasive action taken -  imstead of 
crashes in the given location.

The basic assumption of the surrogate traffic safety as­
sessment is that conflict frequency is correlated with the risk 
of actual collision. (The conflicts considered in the safety 
assessment can be real or simulated.)

A major model based on this approach -  Surrogate Safety

Assessment Model (SSAM) " 
in the USA.

was developed and validated

SSAM augments the analysis of the expensive and unreli­
able field measurements and actual crash data and uses runs 
of appropriately tuned micro-simulations of the road traffic 
at junctions or road segments to assess traffic safety in these 
locations.

Though, some traffic volume-based accident-prediction 
models, e.g., ', show better correlation with factual 
crash data than the SSAM-based predictions, the micro­
simulation-based models provide a good insight into the un­
derlying traffic patterns and accident types. The importance 
of micro-simulation-based models is evident in case of un­
common road geometries and arrangements, and in case de­
signs, i.e., junctions not yet built.

Furthermore, there is a wide range of differences between 
countries in the usual/local behaviours on roads. Micro­
simulation-based modelling seems to be more tuneable to­
ward these local behaviour patterns.

As declared in ‘ , the SSAM is expected to be used on real 
data acquired from visual traffic surveillance systems. Since 
the camera coverage of the busiest intersections in Hungary 
increase, the surrogate safety measures could be collected 
via automated video processing methods at least for research 
and experimental purposes in the future.

Note that in case of vehicle-based traffic safety surveil­
lance opted for in this paper, the surrogate safety measures 
need to be adapted to non-stationary measurements, i.e., 
when also the ego-motion of the vehicle hosting the surveil­
lance camera must be considered.

4. Experiments with catadioptic omni-directional 
imaging arrangements

One of the stanchions of development mentioned in SuKsec- 
tion 1.2 was the experience gained in the mathematical mod­
elling light-reflection at free-fonn specular surfaces. This is 
because non-spherical -  possibly custom-designed -  mirrors 
are often used in catoptric and catadioptic optical systems 
in general, and omni-directional systems in particular.

4.1. Specular surface reconstruction method used in 
free-form mirror design

The specular surface reconstmetion from a view can be 
achieved by the integration of partial differential equation 
(PDE) derived from the mapping between the measurement- 
pattern and its virtual image taken by the camera '' In the 
present application context, similar mappings can be created 
considering the expected optical behaviour of the imaging 
system, then the corresponding PDE's can be numerically 
integrated for practically acceptable settings. A smooth spec­
ular convex surface F can be described in preferably chosen

222



Fazekas el al. /  Experimenis towards an on-vehide omni-directional camera-based road-safety assessment system

spatial coordinate system, for instance, in that of fixed to the 
camera. The origin B of the coordinate system can be con­
veniently placed in the optical center of the camera, while its 
z-axis could coincide with the optical axis BB' of the cam­
era. The specular surface F is then described in the following 
form:

{ x =  {x ],X2A)  ) ( 1)

In the above equation, 5(.v) (,v =  {xi,X2 ) ) is a scalar­
valued function describing the inverse distance-ratio, mea­
sured from B. of the 3D point Px -  corresponding to i  -  and 
the surface-point appearing in the same direction as Px from 
B.

The propagation of light from the points of the measure­
ment pattern to those of the distorted image, i.e., PyPPx, is 
described in this coordinate system. By doing so, a mapping 
is identified between the points Py of the measurement pat­
tern and the points Px of the image: Py —» Px- The mapping 
Py -r Px -  under the given circumstances -  is a one-to-one 
mapping. By the physical law of light-reflection, 5(.r) -  de­
scribing surface F according to (1) -  must satisfy the follow- 
ing first-order PDF:

1 dS{x)
S{x) dxj

'■’j { x ) - X j
( x , x -v { x ) )

O'= 1 ,2 ), (2)

where

k + f {x ) -S{x)x

and function f(x)  can be expressed with the inverse of 
Py —> Px mapping, i.e., with mapping Px —* Py. In (2). k is a 
vector pointing to a reference point in the plane of the mea­
surement pattern; while (...) denotes the scalar product of 
the 3D space.

The surface F can be determined uniquely under the start­
ing condition of ,S’(0,0) = sq, 't the Py —> Px mapping is 
known. By applying the algorithm given in to the above 
PDE for different starting conditions, candidate free-fonn 
surfaces can be derived and considered for the physical real­
ization.

The developer of the imaging system needs to take into 
consideration the costs of manufacturing the mirror and its 
installation on the host vehicle, as well as the acceptable 
size of the optical system. By doing so, some viable shape- 
specifications can be obtained. If only surfaces-of-revolution 
mirrors -  attractive from an economic point of view -  are 
considered, then (2) can be further simplified.

Figure 2: Te.st image no. 1 -  it is used for identifying a hori­
zontal plane about 1.5 m above the horizontal road surface.

Figure 3: Test image no. 2 -  it is used for identifying the 
horizontal road surface.

Figure 4: An omni-directional snapshot in a lab taken with 
a catadioptic imaging system comprising a web-camera and 
hemispherical mirror.

4.2. An omni-directional arrangement for road safety 
assessment

The advantage of using omni-directional camera in the given 
context can be verified by considering that eight or more 
synchronized conventional cameras would be necessary to 
cover the 360° field-of-view -  required in this dynamic traf­
fic safety assessment task -  in a monocular fashion. To cover 
this field-of-view in a .stereoscopic fashion -  i.e., doubly 
to enable the computation of point correspondences -  even 
higher number of cameras would be necessary. Using a fish- 
eye stereo vision system as suggested in still at least 
four synchronized cameras would be necessary. Note that 
the cameras would need separate mountings, connections, 
and possibly separate calibration procedure.

Various omni-directional vision systems are known from 
the literature. The dioptric systems and catoptric systems
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Figure 5: The simulated image of two planes with circular 
blobs.

/!§  ^ \ i \
;/• The Image '%■
M|((| of the host
’■■Hu vehicle itself . f '

The image \

Figure 6: The simulated image o f two planes with circular 
blobs with the approximate area of the host vehicle marked.

Figure 8: Sketch o f a .specular surface of revolution -  with 
central apex - fo r  a parameter setting.

Figure 9: Sketch of a specular .surface of revolution -  with 
central apex - f o r  another parameter setting.

Figure 10: Sketch of a specular surface o f revolution -  with 
central apex - f o r  yet another parameter setting.

are based on special lenses and on non-planar mirrors, re­
spectively; while the catadiopric systems use both of these 
optical elements. Some of these systems -  including omni­
directional traffic surveillance systems -  are reviewed in 
4 7,12 By u.sing omni-directional optical systems, one can 
expect non-customary, strongly distorted images. Such im­
ages are shown in Figs. 4 and .5.

In our experiments, two simple spotty test patterns were 
used to represent the road surface and another horizontal 
plane about 1 ..S m above the road surface. These test patterns 
are shown in Figs. 2 and 3.

Figure 7: The office .scene of Fig. 4 is flattened into the plane 
of the ceiling.

In a possible arrangement of a catadioptric vi.sion system 
for the given purpose, an upward looking conventional cam­
era and a non-planar mirror -  e.g., hemispherical mirror -  
are rigidly mounted on a rod installed on the top of the host 
car. The mapping -  generated via reflection of light at the 
surface -  can be perceived via comparing in Figs. 2, 3 and .“i.

Figure 11: A surface-of-revolution mirror with a central 
apex.

In Fig. 6. the approximate area, a fairly big portion of the 
image, that reflects the host vehicle -  and therefore irrelevant 
for the detection of the road environment and traffic -  has 
been marked.

By choosing some appropriate non-spherical specular 
surface -  such as shown in Fig. 11 -  for the catadioptric 
vision system, a better use of the image sensor area can be 
achieved. Figs. 8, 9 and 10 show the approximate shapes 
of the mirrors for various camera parameters and settings 
that corresponding to various starting conditions and result 
in mirrors of various sizes.
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Figure 12: The qualitative ejfect of using a mirror with cen­
tra! apex -  such as shown in Fig. ! I -  in the catadioptic 
imaging system.

In Fig. 13, an improved catadioptic arrangement -  based 
on a specular surface-of-revolution with central apex -  is 
shown.

The qualitative camera view is shown for such an arrange­
ment in Fig. 12.

Figure 13: Sketch of a catadioptric sy.stem -  comprising an 
upward-looking camera and a rotational symmetrical non- 
planar mirror with an apex -  mounted on a host vehicle. The 
camera and the mirror are rigidly mounted on a rod.

4.3. Processing carried out in the system

Though, the main processing steps of the vehicle-based traf­
fic safety assessment task are not markedly different from 
the general scheme of the lane detection algorithms -  given 
in ' ’ -  based on cameras and on additional sensors, some ad­
ditional processing steps must be included in the mentioned 
scheme.

From the image data -  taken by the omni-directional 
imaging arrangement -  the road and vehicle features are 
extracted. Based on these features and considering the road 
surface model -  e.g., planar road -  and the sensor model -  
i.e.. the model describing the rigid arrangement of a known 
specular surface and a calibrated camera -  the outliers are

removed from the road features. Then a lane model is fitted 
on the blobs representing the inlier road features.

Then taking ego-vehicle dynamics into account, tracking 
is earned out with respect to the road and -  after proper^Z- 
tering -  to other vehicles. Finally, the surrogate safety mea­
sures are calculated based on these tracking results.

5. Conclu.sion

In this paper, we presented some initial experimental results 
that cou\d facilitate the development of the on-vehicle omni­
directional camera-based road-safety assessment system -  
proposed in -  for narrow, but busy roads.

In this particular application, both online and offline data 
collection make sense. In order to assess the safety of the 
road traffic, traffic events -  called incidents -  must be ex­
tracted from the image sequences and categorized according 
to the SSAM methodology.

The use of a single omni-directional optical system with 
an on-board computer equipped with appropriate video, nav­
igational and vehicle dynamics data recording capabilities 
is foreseen to be appropriate for the purpose.
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