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Eloszo

A Magyar Szamitogépes Grafika és Geometria Konferencia sorozat immar az o6todik
rendezvényéhez érkezett, koszonhetéen a Neumann Janos Szamitogép-tudomanyi Tarsasag
(NJSZT) tamogatasanak, a Szamitogépes Grafika és Geometria Szakosztaly (NJSZT-
GRAFGEO) lelkesedésének, a SZTAKI és a BME Iranyitastechnika és Informatika Tanszéke
segitségének, €s nem utolsésorban a szamitogépes grafika és geometria magyar és magyar
kotddésii miiveldinek. Az elmult konferenciak bevalt szervezési modszereit alkalmaztuk most
is, reménykedve abban, hogy ez az 6t6dik, mar akar jubileuminak is tekintheté alkalom a
korabbi konferencidkhoz hasonloan sikeres lesz.

Ebben az évben 32 cikket valogattunk be a végleges programba, amely minden korabbinal
nagyobb szam. A szamitogépes grafika és geometria tehat fejlodik hazankban, amihez egy
kicsit talan ez a konferenciasorozat is hozzajarul. A cikkek attekintést adnak a hazai
kutatocsoportok érdeklddési teriileteirdl, eredményeir6l, s6t még részben azok kiilfoldi
kapcsolatair6l is. A hagyomanyos témak, mint a geometriai modellezés, valosidejl
képszintézis, 3D objektumrekonstrukcid mellett egyre er6sebbé valik a GPU-k szimulacids és
képfeldolgozasi alkalmazasa is.

A kiadvanyt Umenhoffer Tamas készitette el nyomtatasra, a cimlapképet Balambér David
alkotta meg. Onzetlen munkdjukért és a felsorolt szervezetek tamogatasaért a konferencia
szervezOi ezuton fejezik ki a koszonetiiket.

Budapest, 2010. januar 15.

Szirmay-Kalos Laszl6 és Renner Gabor
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Fifth Hungarian Conference on Computer Graphics and Geometry, Budapest, 2010

Cover Story: How did we prepare the cover images?

David Balambér (BME IIT)

Abstract

This paper explains the story of the creation of the cover images that show caustic patterns generated by simple
metallic diffusors and glass lens, demonstrating that very simple mathematical models can lead to complex and
beautiful images. The rendering program was developed as a homework assignment of the Computer Graphics

and Image Processing course at BME.

1. The scene

The caustics on the front and back covers of this proceed-
ings are generated by a simple ray tracing simulator program
written in C++. The rendered scene consists of an isotropic
point light source, a plane as the illuminated surface, and
two quadratic surfaces realizing a lamp: a golden ellipti-
cal paraboloid as lamp-shell, and a glass ellipsoid as lens.
The light source is inside the paraboloid, and the ellipsoid
seals the lamp-shell paraboloid, so that most of the light goes
through the ellipsoid (See Figure 1 for side-view).

plane
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Figure 1: The scene.

2. Rendering

The simulator is the implementation of a Monte Carlo pho-
ton tracing global illumination algorithm. It launches a num-
ber of white colored rays from the light source point in uni-
formly distributed directions, simulating the isotropic light
source. Rays are intersected with the scene objects, and the
target object is determined by the nearest intersection on the
ray path. Rays hitting the golden paraboloid shell are re-
flected, altering the ray’s red, green and blue color values ac-

cording to the Fresnel function computed from the refractive
indices and extinction coefficients of gold. As for rays that
hit the ellipsoid lens, rays are both reflected and refracted (if
refraction is possible, i.e. there is no total internal reflection)
according to the refraction index and extinction coefficient
of glass (chosen the same for all colors, i.e. dispersion is not
taken into account for simplicity). The whole procedure is
repeated recursively until the rays hit the plane, adding their
red, green and blue color values to the pixel that represents
the corresponding square surface elements on the plane. The
last step is tone mapping that scales the accumulated color
values to displayable values.

Figure 2: Two dimensional light density maps, demonstrat-
ing how caustics change when modifying the light source’s
position.

The final images were obtained by experimenting with
different paraboloid and lens parameters, and also with dif-
ferent light source positions (Figure 2). For each of the im-
ages, we used 10'° Monte Carlo sample rays traced from the
source.



Fifth Hungarian Conference on Computer Graphics and Geometry, Budapest, 2010

Advanced Techniques to Create CAD Models
from Measured Data

Tamds Vidrady i

! Geomagic, Inc., varady @ geomagic.com

Abstract

Digital shape reconstruction is the process of creating digital models from physical parts represented by 3D point
clouds. The ideal process is expected to provide a boundary representation that is likely to be identical or similar to
the original design intent of the object, and requires minimal user assistance. In this talk alternative state-of-the-
art approaches are discussed, where emphasis is put on automatic methods (i) to create complete and consistent
topological structures over polygonal meshes; and (ii) extract accurate and properly aligned surface features that
vield complete, trimmed CAD models with fillets and corner patches. Problems and recommended solutions will
be presented through case studies using industrial parts.

Geomagic is a leading technology provider of 3D software for creating digital models. The talk will also briefly
introduce the company’s main products Geomagic Studio for digital shape reconstruction and Geomagic Qualify
Jor inspecting industrial parts.

Keywords: Digital shape sampling and processing, reverse engineering, segmentation, functional decomposition,
redesign over meshes.

Figure 1: Polygonal mesh
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Figure 2: Automatic segmentation

Figure 3: Final CAD model

176 Comer Patches 111

Figure 4: Deviation map
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Interactive Out-of-Core Ray Casting of Massive Triangular
Models with Voxel-Based LODs

Attila T. Afra

! Department of Computer Science, Babes-Bolyai University, Cluj-Napoca, Romania

Abstract

We propose a new technique to efficiently visualize massive triangular models with ray casting. We employ a
voxel-based level-of-detail (LOD) framework to minimize rendering time and required system memory. In a pre-
processing phase, our approach constructs a compressed out-of-core data structure that contains the original
primitives of the model and the LOD voxels, organized into an efficient kd-tree. During rendering, data is loaded
asynchronously to completely hide the 1/O latency. Only a fraction of the entire data structure is necessary to
render the model from a specific viewpoint. With our approach, we are able to explore, in real-time, data sets
consisting of even hundreds of millions of triangles on a commodity notebook PC with a dual-core CPU.

Categories and Subject Descriptors (according to ACM CCS): 1.3.7 [Three-Dimensional Graphics and Realism]:
Raytracing 1.3.6 [Methodology and Techniques]: Graphics data structures and data types

1. Introduction

The real-time visualization and inspection of highly complex
3D models is required in many scientific, engineering, and
entertainment domains. Examples of such domains include,
among others, computer-aided design (CAD), 3D scanning,
numerical simulation, virtual reality, and video games. Many
massive models consist of hundreds of millions of primi-
tives (e.g., triangles), occupying tens of gigabytes of space.
Even though processor performance and memory capacity
are rapidly increasing, the exploration of such immense data
sets can still be problematic on a single commodity PC.

Real-time ray tracing/casting has become a very active
research area in the past few years, mostly thanks to the
emergence of affordable, high performance parallel proces-
sor architectures like multi-core CPUs and programmable
GPUs. This rendering technique can be easily parallelized
and enables the precise simulation of many optical phenom-
ena such as shadows, reflections, and refraction. It is a signif-
icantly more versatile approach than rasterization, the most
popular real-time rendering algorithm.

This paper presents a new real-time massive model ren-
dering method based on ray casting. Several testing exam-
ples demonstrate that our approach works effectively for dif-

ferent types of complex models, achieving interactive speeds
on a mainstream dual-core notebook PC.

2. Previous work

Although several massive model visualization approaches
exist, many of them perform adequately only for specific
types of models. In the following, we highlight the methods
most closely related to our work. For a more comprehensive
overview of this topic, we refer the reader to the synthesis
lecture by Yoon et al'’.

QSplat’ ¢ is a point splatting technique which uses a
bounded sphere hierarchy for level-of-detail (LOD) render-
ing with visibility culling. This approach works only for
topologically simple models (e.g., laser-scanned statues).
Wald et al.” presented a ray tracing method to visualize the
Boeing 777 model in real-time. The I/O is asynchronous to
avoid data access latencies, the not-yet-loaded geometry be-
ing represented with a small number of volumetric proxies.
This is not a full LOD solution, thus, the ray traversal depth
and the working set size are not reduced. The Quick-VDR
algorithm'~ uses a clustered hierarchy of progressive meshes
(CHPM) for out-of-core rendering and occlusion culling.
Without geomorphing, popping artifacts may occur while
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Figure 1: Massive models rendered with the proposed technique: Power Plant (12M triangles), Lucy (28M triangles), and

Mandelbulb (354M triangles).

switching between different LODs. Far Voxels® employs a
LOD framework based on cubical view-dependent voxels,
uses asynchronous 1/0, and is optimized for GPUs. Since
it renders voxels by splatting, the artifacts due to insuffi-
cient available data are more distracting if the model is less
smooth. The ray tracing based algorithm proposed by Yoon
et al."" uses drastic simplifications, called R-LODs, to im-
prove rendering performance and minimize the amount of
required memory. The R-LODs are tightly integrated with a
kd-tree used as an acceleration structure, and they consist of
simple planes bounded by tree nodes, which have limited ap-
proximation capability. The latency caused by the data load-
ing is not hidden, since the approach uses memory mapping
to access the out-of-core data structure.

3. Method overview

Our approach is based on ray casting, a subset of ray trac-
ing. While we cast only primary rays, the proposed method
could be extended to recursive ray tracing. We have imple-
mented the renderer entirely on the CPU, but the method can
be efficiently adapted also to modern GPUs. By exploiting
the power of multi-core processor architectures, interactive
rendering speeds can be attained.

The main goal is to seamlessly explore massive models,
consisting of possibly hundreds of millions of triangles, on a
single commodity PC. In order to achieve this, we first con-
struct an optimized compressed out-of-core data structure,
which contains the original triangles and several LOD levels
consisting of voxels. These levels correspond to simplified
versions of the data set at different resolutions. We approx-
imate the model with voxels, because they are suitable for
geometry with very complex topology, comprising of many
detailed, loosely connected, interweaving parts (e.g., pipes
and wires).

All primitives are organized into a kd-tree, a simple, ef-
ficient, and widely employed acceleration structure for ray
tracing*. This is essentialy a binary space partitioning (BSP)
tree in which every non-leaf node divides the space into two

subspaces with an axis-aligned plane, and the leaf nodes
contain references to primitives. This data structure can be
used to find the closest intersection of a ray with the primi-
tives in O(logn) time.

The voxels are bounded by tree nodes, thus, the LOD data
is tightly integrated with the kd-tree. Note that this way the
voxels do not have to be cubic in shape. The entire structure
is decomposed into treelers> which are grouped into equally
sized blocks. A lossless data compression algorithm is ap-
plied to store the blocks in a compact form.

(a) Partially loaded model

(b) Fully loaded model

Figure 2: The model data is loaded asynchronously in the
background. Although this may cause temporary blocking
artifacts, the exploration remains fluid. This figure shows
this effect in case of the Power Plant model.

Thanks to the hierarchical LOD mechanism, it is possible
to render huge data sets that cannot be completely loaded
into the system memory. During rendering, we load the nec-
essary details asynchronously (see Figure 2), thus, there is
no stuttering due to insufficient available data. Also, the ex-
ploration starts immediately, without any loading time. We
employ a custom, purely software-based memory manager,
which is responsible for the loading of the blocks required by
the renderer. We have designed the out-of-core data structure
with a software solution in mind, and as a consequence, the
software address translation overhead is greatly reduced. On
the other hand, the application of a custom memory man-
agement mechanism enables us to perform superior block
caching and on-the-fly decompression.
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The proposed rendering method is an extension of the ef-
ficient ray traversal algorithm introduced by Wald®, there-
fore many known optimizations (like ray packets') can be
adapted to our approach. It is important to note that by using
LODs, significantly higher frame rates can be achieved with
minimal loss of image quality, because ray traversals are less
deep, intersections with voxels are implicit, and memory ac-
cesses are more coherent. Furthermore, the LOD framework
can also reduce the amount of aliasing artifacts, especially in
case of highly tesselated models.

4. Construction

In a preprocessing stage, we construct the optimized out-of-
core data structure for the mesh that we would like to vi-
sualize interactively. We assume that the original model is
stored as a triangle soup (i.e., a simple list of triangles with-
out shared vertex data).

4.1. Kd-tree

The main part of the construction process is the building of
the kd-tree, which consists of the recursive spatial partition-
ing of the scene using axis-aligned planes. The inner nodes
of a kd-tree contain an axis-aligned splitting plane, and the
leaf nodes refer to a set of triangles. Since the size of the data
set may exceed the amount of available system memory, we
employ out-of-core algorithms where necessary. We first de-
termine the axis-aligned bounding box of the model, then we
proceed with the building of the kd-tree nodes, in depth-first
order.

(a) Wirh empty space cutting  (b) Without empty space cutting

Figure 3: The highest resolution voxel-based LOD level
of the Stanford Bunny model constructed with and without
empty space cutting. The image on the right clearly shows
that using solely the surface area heuristic does not result in
satisfactory approximation quality.

If all primitives belonging to a node can fit into the mem-
ory, we determine the splitting plane using the well-known
surface area heuristic (SAH), which produces high quality
results*. Otherwise, we split the node in the middle, in an
out-of-core fashion. This operation takes as input a triangle
list stored in a file stream, and produces two new streams

corresponding to the children of the respective node. The
sifting of the triangles into two sublists can be achieved in
only a single sweep over the input file stream. This is an im-
portant property of the method, because disk I/O operations
are very time-consuming. Although splitting in the middle
is almost always inferior to the surface area heuristic, only
a relatively small amount of nodes close to the root are re-
quired to be built this way. Thus, the rendering performance
is not affected in a significant way.

A kd-tree node may contain a LOD voxel, which fills en-
tirely the cell determined by the node in question. If we use
only the surface area heuristic (or middle splitting), the re-
sulting voxels will not provide an accurate enough approx-
imation of the original geometry (see Figure 3). In order
to solve this problem, we additionally employ an aggres-
sive empty space cutting strategy. Before selecting a split-
ting plane using one of the mentioned methods or making
the node a leaf, we check whether we can create an empty
child node that has a volume respective to the original cell
larger then a specificed threshold (we used values between
10-20%). This approach not only improves LOD quality, but
also increases ray tracing performance’.

4.2. Voxels

A voxel roughly approximates the original primitives stored
in the subtree of a kd-tree node and holds material attributes
used for shading during the rendering process. The extent of
a voxel stored in a node is implicitly defined by the node it-
self. In our implementation, we use two types of material at-
tributes: normal and color. If the geometry is simple enough,
a single set of attributes, called a voxel sample, is sufficient.
Otherwise, we store separate samples for the six sides of the
voxel.

Creating and storing voxels in every kd-tree node is very
expensive, therefore, we compute voxels only for a subset of
the nodes. Since a kd-tree node partitions space only in one
dimension, it is adequate to select every third node on the
path from the root to a leaf.

If we have to build a node out-of-core, we combine the
computation of the voxel samples with the triangle sifting
process. We rasterize the triangles onto six image planes cor-
responding to the sides of the respective voxel. In order to
take into account occlusion, we perform depth testing. Af-
ter processing all triangles, we average the unoccluded sam-
ples. When building a subtree in-core, we employ adaptive
Monte Carlo ray sampling. This can be implemented very
efficiently by using the prebuilt kd-subtree rooted at the cur-
rent node to accelerate the ray traversal.

We encode the normals in a 30-bit quantized form (10 bits
per component) and the colors in standard 24-bit RGB for-
mat. We pad both attributes to 32 bits. Using this encoding,
the size of a 1-sample voxel is 8 bytes and a 6-sample voxel
is 48 bytes.
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4.3. Blocks

In order to render an image of a massive model, usually only
a fraction of the kd-tree nodes must be accessed. We exploit
this property by using an out-of-core representation that en-
ables us to efficiently traverse the kd-tree without keeping
the entire data structure in memory.

The proposed format is block-based, which allows fast
loading and simple memory management. In our implemen-
tation, the blocks have equal size of 64 KB. In fact, these
blocks are similar to memory pages that are managed by the
CPU and the operating system. By using a custom mem-
ory manager, the block size can differ from the system page
size, which is commonly 4 KB. Another important benefit
is the possibility to store the blocks on the hard disk in a
compressed form and decompress them in real-time. This
not only reduces storage requirements, but may also increase
loading performance, because less disk operations are nec-
essary. On-the-fly decompression should not degrade sig-
nificantly the rendering performance, thus we apply a sim-
ple and very fast LZ77 family algorithm (e.g., LZO and
QuickLZ). The decompression speed of such methods can
be even higher than the speed of simple memory-to-memory
copying on modern processor architectures.

4.4. Treelets

We decompose the kd-tree and all related data into treelets
which are small subtrees with a fixed maximum height of 3.
We store these in blocks in breadth-first order, packing many
consecutive entire treelets into a single block. Since there are
voxels only in every third tree level, treelets that have roots
at the same depth constitute a LOD level. According to this
simple treelet layout, the LOD levels are stored continuously
and consecutively, starting with the lowest level-of-detail.

A treelet consists of different types of kd-tree nodes,
which may refer to additional data. To encode these in a
highly compact way, variable size treelet nodes are used. The
size of a node is either 8 or 16 bytes, so a cache-friendly
memory alignment is possible. Also, the bit representation
is carefully designed to minimize the number of operations
required to unpack the node data.

The ordering of the nodes is strict, and follows the runtime
memory access pattern: a node must be stored before its left
child which must be stored before the right one.

4.4.1. Inner nodes without a voxel

Most of the treelet nodes are inner nodes without a voxel,
which have children located in the same treelet. In addi-
tion to the type of the node and the splitting plane, child
addresses are also encoded. The amount of required bits is
reduced by storing the offset of the left child from the par-
ent and the offset of the right child from the left one. These
offsets are strictly positive and do not exceed the block size.

A significant amount of the child nodes are empty leaves,
which should not be stored to save memory. An efficient
solution is to encode bits in the inner nodes that indicate
whether a child node is empty or not.

All in all, the node data can be fit into 8 bytes. Note that
this is also the size of the state of the art in-core node repre-
sentation proposed by Wald®. The complete bit structure is
summed up in Table 1.

4.4.2. Inner nodes with a voxel

An inner node wirh a voxel points to roots of other treelets
that are located in a different block. Because of this, the
aforementioned node offsets are not sufficient to address the
child nodes, thus, a 32-bit block ID is also encoded. This
way, the size of the addressable memory space increases to
256 TB. In order to store only one block ID, the two child
treelets are restricted to be in the same block.

During rendering, voxels are significantly less frequently
accessed than nodes. Thus, instead of the non-cache-efficient
interleaving of the voxels with the nodes, voxels are stored
separately, after all the nodes of the treelet, and the nodes
contain a small offset to the voxel data.

Bits Value

0-1 split axis

2 left child empty flag

3-15 left child offset from this node

16 right child empty flag

17-21 right child offset from left child

22 voxel flag

23-29 voxel offset from this node (only w/ voxel)
30 (not used)

31 inner node flag (1)

32-63 split position
64-95 enclosing sphere radius (only w/ voxel)
96-127  children block ID (only w/ voxel)

Table 1: The bit structure of inner nodes. All offsets are mul-
tiples of 8. Some fields are only necessary if the node has a
voxel. The total size is either 8 or 16 bytes.

When the ray tracer accesses a node which contains a
voxel, it has to compute a LOD error value to decide whether
to continue with the traversal or not. This error value de-
pends, among others, on the size of the voxel, the on-the-fly
calculation of which is costly. Therefore, the size is stored
in the tree, encoded as the radius of the sphere enclosing the
respective voxel. Since this radius is a frequently accessed
value, it is part of the node data structure.

As listed in Table 1, the size of the inner nodes with a
voxel (excluding the voxel data) is twice (i.e., 16 bytes) the
size of the normal inner nodes. Although this a significant
increase, the total size of the kd-tree is not affected dramati-
cally, because only a fraction of the nodes are of this type.
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4.4.3. Leaf nodes

The leaf nodes in a kd-tree contain a subset of the original
triangles, and, usually, many of these triangles are shared by
multiple nodes. Because of this, it is not efficient to store
the triangles themselves in each node. In case of simple in-
core kd-tree representations, it is common practice to store
each triangle only once in a global array, and create triangle
lists that belong to the leaf nodes which contain pointers to
the triangles. The nodes, triangles lists, and triangles are put
into different buffers.

For our out-of-core data structure, we take a similar ap-
proach. Instead of global buffers, we create triangle blocks,
each divided into a triangle list section, a triangle section,
and a vertex section. These blocks represent the highest
level-of-detail, and we output them affer the other blocks.

The triangle list section contains a series of 16-bit offsets
that point to a 12-byte triangle structure (with color). Usu-
ally, the model is a triangle mesh, so a vertex may belong to
more than one triangle. To further minimize the storage re-
quirements, the unique vertices are stored in the vertex sec-
tion, and the triangle structures contain three offsets to one
of these vertices. The shared vertices are determined with
vertex hashing. If the vertices have only a position attribute,
they are encoded in 12 bytes.

A leaf node is a simple 8 byte structure (see Table 2),
which contains a reference to a triangle list and the num-
ber of triangles in that list. The list reference is expressed as
a block ID and an offset from the beginning of the block.

Bits Value

0-15 triangle list offset
16-30  triangle count

31 inner node flag (0)
32-63  triangle block ID

Table 2: The bit structure of leaf nodes. The total size is 8
bytes.

5. Rendering

As previously mentioned, rendering is performed by ray
casting, and the out-of-core data structure is accessed
through a custom memory manager.

5.1. Ray casting

In order to compute the color of a pixel, we cast a ray from
the camera viewpoint through the pixel and determine its
nearest intersection with the geometry. Then, we perform
shading at the intersection point, while optionally casting
secondary rays to visualize shadows, reflections, or other

== With LOD *® Without LOD

Render time (ms)

0 1 2 3 4 5 6 7 8
Model complexity (M triangles)

Figure 4: The scaling of the ray casting peformance with the
model complexity. We have created simplified versions of the
Asian Dragon model (7M triangles) and rendered them with
our method from the same viewpoint. We have measured the
render time of a single frame with and without using LOD.
Notice that with LOD, the performance becomes nearly con-
stant after a certain model complexity.

light phenomena. Ray casting consists of two main oper-
ations: recursive acceleration structure traversal and primi-
tive intersection. In our case, the acceleration structure cor-
responds to the out-of-core kd-tree, while the primitives are
of two types: triangles and voxels.

We extend the traversal algorithm proposed by Wald®
to support voxel LODs and asynchronous loading. During
traversal, we additionally maintain the reference to the last
encountered voxel on the current path. When we reach an in-
ner node with a voxel, we update this reference and compute
a LOD error value. If the error does not exceed a specified
threshold, we intersect the ray with the voxel and stop the
traversal. It may happen that we cannot continue with the
traversal from the current node, because the required data
(child node or triangle list) is not yet loaded into memory. In
this case, we return the intersection with the last encountered
voxel, clipped to the bounds of the current node.

We employ a simple and low cost projected screen-space
error metric also used by Yoon et al''. The error threshold is
expressed as a pixels of error (PoE) value, which is the maxi-
mum allowed screen-space area of a projected voxel. To sim-
plify the calculations, we approximate the voxel with its en-
closing sphere and compare its screen-space radius with the
threshold corresponding to the PoE. This threshold is simply
the radius (Rmax) of the circle which area is equal to the PoE.
The estimated perspective projected screen-space radius (R)
of a voxel enclosed by a sphere with radius R can be written
as:

R R ‘ _ w/2 ‘

Imin tan(¢/2)
where 7, 1s the distance from the viewpoint to the closest
ray intersection with the voxel, and A is a screen-dependent

(H
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Figure 5: The scaling of the ray casting peformance with the
pixels of error (PoE). We have rendered the Lucy model with
varying PoE values from the same viewpoint and measured
the render time and working set size. The values shown in
this figure are relative to the maximum measured values.

constant determined by the number of pixels w along the
field of view ¢. Since the voxel is bounded by the node, fpin
also corresponds to the intersection with the node. To effi-
ciently check whether the error metric is satisfied, we evalu-
ate the following rearranged inequality:

R<tmnC, C= Rr;ax ) (2)

where C is a global for all rays, which can be precomputed.
This way, only a multiplication and a comparison operation
must be executed for each encountered voxel.

We shoot rays with normalized direction vectors, there-
fore, distances to points on a ray (like 7,;,) are also ray pa-
rameters. In each ray traversal step, we maintain the inter-
sections of the ray with the current node as a [fyin, fmax| ray
parameter interval. This represents the current ray segment®,
which is required to determine which child nodes are inter-
sected by the ray, and to get the closest intersection with a
voxel.

Our LOD metric could be also used for several types of
secondary rays, including shadow, ambient occlusion, and
planar reflection rays. One drawback of this kind of metric
is that it works only with secondary rays expressible as linear
transformations. Because of this, refraction and non-planar
reflection rays are not supported!'.

To shade a voxel, first we have to get the material at-
tributes at the intersection point. If the voxel has only one
sample, the solution is trivial, since the material attributes

are constant throughout its surface. But this is not the case -

if there are separate samples for the six sides of the voxel.
We use simple nearest-neighbor filtering, therefore, we have
to determine on which side of the voxel is the intersection
point. A side can be identified by an axis and a sign (e.g.,
X+, Z-). The axis of an intersected voxel side cannot be de-
termined implicitly, but the sign is always the opposite of

the sign of the ray direction along the axis of the side. We
maintain in each traversal step the axis of the plane through
which the ray enters the node. If we traverse the near child
node, the entry axis does not change. However, if we traverse
the far child, the entry axis becomes the axis of the splitting
plane of the parent node.

The proposed ray casting algorithm can be applied not
only to single rays but also to ray packets. By tracing mul-
tiple rays together, the coherence of the rays and the SIMD
instruction set of the processor can be exploited to signifi-
cantly improve performance. Ray packet tracing combined
with a LOD mechanism is especially efficient, because the
traversal is usually less deep, so the rays are more coherent.

5.2. Memory management

The renderer accesses all data through a custom mem-
ory manager, which operates on the granularity of blocks.
Blocks required by the renderer threads are loaded and de-
compressed into a fixed-size cache by one or more separate
fetcher threads. The cache consists of cache slots, and a sim-
ple table is used to store the mapping between block IDs and
cache slot IDs. We associate with each cache slot a times-
tamp, which indicates when the block stored in the respec-
tive slot was last accessed. This information is used to deter-
mine which blocks should be evicted from the cache if there
are not enough free cache slots to load new blocks.

In order to minimize the overhead of the asynchronous
block loading, we do not synchronize the renderer and
fetcher threads while rendering a frame. If a renderer thread
encounters a reference to a block other than the current one,
it requests the address of the block from the memory man-
ager. Then, the manager checks whether the block is loaded
into the cache. If so. it atomically updates the timestamp
of the proper cache slot, and performs address translation
by computing and returning the block pointer. Otherwise, it
adds an entry to the request list of the renderer thread and
returns a null pointer.

The fetcher threads continuously load the blocks refer-
enced in a ferch list into preallocated cache slots. After load-
ing and decompressing a block, it is not immediately marked
as available. As a consequence, the set of available blocks is
constant while a frame is being computed.

After finishing the rendering of a frame, first we mark all
freshly loaded blocks as available and update a least recently
used (LRU) list based on the timestamps of the cache slots.
Then, we gather the requests from the request lists and assign
priorities to them according to the number of affected pixels.
We generate block fetch jobs, sort them by their priority, and
put them into the fetch list, discarding its previous contents.
The priority of a job is the highest priority of all requested
data located in the respective block. We limit the length of
the fetch list based on the estimated maximum I/O band-
width. This fetching approach is similar to the one incor-
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porated into the Streaming QSplat algorithm®. Since blocks
must not be removed from the cache while rendering, we
preallocate cache slots for the blocks to be fetched. If the
cache is full, we use the LRU list to evict blocks, starting
with the least recently used. In order to avoid cache thrash-
ing, we do not remove blocks that are part of the current
working set.

6. Results

We have implemented our method using C++ with SSE in-
trinsic functions and evaluated its performance on a laptop
with an Intel Core 2 Duo T5500 (dual-core, 1.66 GHz, 2
MB L2 cache) processor, 2 GB RAM, and a 7200 RPM hard
disk. The system was running Windows 7 64-bit. The code
was compiled for 64 bits with Visual C++ 2008 SP1. The
data compression was realized using the QuickLZ library.

We have extensively tested the algorithm with several
models, but the performance evaluation was mostly re-
stricted to three complex data sets, shown in Figure I, that
are part of different domains: the Power Plant data set (12M
triangles) is a complete CAD model of a coal fired power
plant; the Lucy data set (28M triangles) is a high resolution
laser-scanned statue; the Mandelbulb data set (354M trian-
gles) is a fractal mesh obtained by isosurface extraction.

6.1. Construction

Our prototype implementation of the out-of-core prepro-
cessing stage was designed for simplicity instead of perfor-
mance. It is single-threaded, thus the construction time in a
multi-core or multi-processor environment could be signifi-
cantly reduced by parallelizing the expensive kd-tree build-
ing and the voxel sampling. The construction statistics for
the testing models are listed in Table 3.

Power Plant  Lucy Mandelbulb
triangles 12M 28M 354M
nodes 76M 278M 903M
leaves 38M 139M 451M
non-empty leaves 22M 62M 180M
avg. tris/NE leaf 3.25 2.54 2.04
voxels 12M 46M 150M
1-sample voxels 3M 2M 91M
1-sample voxel ratio  26% 92% 60%
LOD levels 29 26 26
uncompressed size 1.4GB 3.2.GB 16 GB
compressed size 0.8 GB 22GB 9.8 GB
compression ratio 55% 68% 61%
build time 55m 84m 698m

Table 3: Construction statistics for the most complex models
used for testing: the number of triangles in the model, kd-tree
and LOD statistics, the size of the out-of-core data structure,
and the build time in minutes.
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Figure 6: The variation of the rendering speed (13.6 frames
per second on average) and the size of the working set (62
MB on average) during a walkthrough of the Mandelbulb
model at 640 x 480 resolution, 1 ray per pixel, and 2 pixels
of error.

6.2. Rendering

In order to exploit the coherency of the rays, we employ
4 x 4 ray packet casting implemented with SSE vector op-
erations. Furthermore, we subdivide the image into files and
distribute them among the renderer threads. We execute a
renderer thread on each logical processor, and we achieve
almost linear performance scaling with the number of cores.

The scaling of the ray casting performance with the num-
ber of triangles in the model is illustrated in Figure 4. No-
tice that without LOD, the render time increases logarithmi-
cally, as expected from employing a kd-tree as an accelera-
tion structure. However, if we enable the use of the voxel-
based LODs, the performance becomes nearly constant as
soon as the maximum projected triangle size drops below
the pixel error threshold. Because of this property, the ren-
dering of extremely complex models with our approach can
be interactive even on a single desktop or portable computer.

Figure 5 shows that by increasing the PoE value, the ren-
der time and the size of the working set can be dramatically
reduced, at the expense of image quality. According to our
tests, a good trade-off between performance and quality can
be achieved with about 2-3 pixels of error.

It can be seen on Figure 6 and Table 4 that the aforemen-
tioned complex models can be explored in real-time with our
renderer, running on a dual-core notebook CPU. Thanks to
the LOD mechanism, the required system memory is also
kept within acceptable bounds. We could attain on average
approximately 14-20 frames per second at 640 x 480 resolu-
tion, 1 ray per pixel, and 2 pixels of error.
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Power Plant ~ Lucy Mandelbulb
average FPS 19.5 15.2 13.6
minimum FPS 7.6 6.4 6.7
maximum FPS 759 67.6 41.9
average WS 26 MB 81 MB 70 MB
minimum WS 0 MB 9 MB 10 MB
maximum WS 157 MB 242 MB 331 MB

Table 4: Frame rate (FPS) and working set (WS) statistics
for walkthroughs of different models at 640 x 480 resolution,
I ray per pixel, and 2 pixels of error.

6.3. Comparison

The most similar method to ours is that of Yoon er al.'!,
which is also ray tracing based and uses the same LOD error
metric as our algorithm. While in their approach the LOD
primitives are simple planes called R-LODs, we have in-
stead opted for voxels with varying amount of material at-
tribute sets. This way, we can better approximate complex
volumetric details and avoid holes in the simplified versions
of the model. Another notable difference is that we load the
data asynchronously, thus, our method provides smoother vi-
sualization. However, they employ a more efficient cache-
oblivious data layout, which can lead to faster rendering and
loading. The two approaches could be combined to obtain
an even more powerful method.

7. Conclusions and future work

We have presented an efficient technique for interactive out-
of-core rendering of massive triangular models. Our perfor-
mance evaluations show that the real-time visualization of
different types of massive models is possible on a main-
stream notebook PC with a dual-core CPU. We employ a
high quality voxel-based LOD mechanism to improve ray
casting speed and reduce the amount of required memory.
The proposed compressed data structure minimizes the stor-
age and I/0 bandwidth requirements. Since data reading and
decompression are asynchronous, it is possible to inspect the
model even if not all of the necessary details are loaded yet.

In the near future, we would like to extend our approach
to also trace secondary rays including shadow, ambient oc-
clusion, reflection, and refraction rays. We also plan to im-
prove rendering quality by implementing anti-aliasing opti-
mized for our voxel-based LOD scheme. Another interesting
research avenue is the adaptation of the proposed algorithm
for GPUs.
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Real-Time Volumetric Caustics with Projected Light Beams
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Abstract

We present a method for the visualization of volumetric caustics in single-scattering participating media. The
caustics beams are generated from a projected grid in light's image space, making the solution independent from
the geometric complexity of generators. The caustic volumes are extruded in the geometry shader and accumulated

into the final volumetric effect.

Categories and Subject Descriptors (according to ACM CCS): 1.3.7 [Computer Graphics]: Raytracing 1.3.7 [Com-

puter Graphics]: Color, shading, shadowing and texture

1. Introduction

Specular surfaces tend to change the distribution of reflected
or refracted photons causing beautiful light phenomena in
their environment. Caustics are high-frequency patterns ap-
pearing on the surface of diffuse objects as the curvature of
the specular surface focuses or defocuses the light. Render-
ing caustics adds a lot of realism to the final appearance of
the image. A glass of drink casts typical focused light to the
table, and it is hard to make an underwater scene believ-
able without the wavy light-patterns on the ground. In this
scenario the specular objects are generally called caustics
generators and the diffuse ones receivers. Being an impor-
tant global illumination effect, many efforts have been made
in recent computer graphics research for plausible real-time
approximation.

While recent work mainly focused on the rendering of sur-
face caustics, the efficient handling of volumetric phenom-
ena requires slightly different considerations. If the specular
surface is enclosed by participating media, the rays of fo-
cused photons become visible to the viewer. The effect can
be experienced under the sea surface, since the sea water al-
ways contains microscopic particles attenuating the light. In
the case of surface caustics, the main challenge is the adap-
tive sampling and filtering of the projected pattern to make it
smooth and continuous on the screen® ?. Volumetric caustics
are less sensitive to the accuracy of filtering, but require the
integration of the inscattered light along the viewing ray for
cach pixel.

12

A common way of rendering volumetric caustics is to sub-
divide the caustics generator to small patches and extrude
them along the directions of the specular photons, forming
the bounding volumes of the caustic beams. One possible
subdivision is the usage of the mesh geometry itself. By ac-
cumulating the contributions of the beams in each pixel, the
volumetric photon distribution becomes visible. The appro-
priate rendering of such volumes was deeply analyzed in the
work of Ernst et al.!, which we used as main basis for our
implementation.

Our contributions include the GPU-based implementation
of the volumetric caustics algorithm and the application of
the projected grid concept to the beam generation. Instead
of using the mesh geometry, our method projects a vertex
grid to the surface in light’s image space and then performs
the extrusion of the beams in the geometry shader. This way
the complexity of the algorithm becomes independent of the
complexity of the specular surface models.

The paper is organized as follows. The next section sum-
marizes recent work on interactive rendering of caustics, and
in particular volumetric effects. Section 3 describes our algo-
rithm in detail. Section 4 highlights some important aspects
of the implementation and section 5 presents the test results,
followed by a discussion.

2. Previous Work

Most of the caustics rendering algorithms can be divided into
two main stages. The first phase starts from the light source,
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Geometry
Buffers

Figure 1: The outline of the algorithm. In the first pass, the specular surface normals and positions are stored in the geometry
buffers (I). A regular grid is projected onto the surface (II), from which the geometry shader extrudes the beam volumes (11I).
The volumetric caustic effect is reconstructed by ray-marching in the pixel-shader (IV).

and identifies the terminal points of caustic light paths on the
non-shiny surfaces. In the following step, the contributions
of these paths are accumulated at the points visible from the
camera.

Photorealistic off-line rendering algorithms generally rely
on ray-tracing methods, producing extremely accurate caus-
tics for the price of high computational costs. Photon
mapping? is a popular approach, which stores caustics pho-
ton hits in dedicated photon maps. Later, the enhanced algo-
rithm was able to capture volume caustics?®, and Purcell et
al.* implemented it on the graphics hardware.

By the advent of GPU-based solutions, the interactive ren-
dering of caustics became possible. Caustics mapping can
be regarded as a simplification of the photon mapping algo-
rithm. Since the k-neighbor gather operation does not suit
to the current GPU architectures, the photon hits are stored
in a 2D buffer. Possibilities of representing photon locations
include texture space’, image space’ *, or the coordinate sys-
tem of the caustics generators®.

During the caustics reconstruction, most of the recent

works applied photon-splatting. The common problem of

splatting algorithms is to find the optimal photon distri-
bution (importance sampling) and splatting size to achieve
high quality results. Wyman and Dachsbacher’ improved the
quality by the adaptive variation of splat sizes. Recent work
of Wyman et al. analyzed the problem of hierarchical sam-
pling during the caustic map generation® ”.

Other researchers proposed alternative reconstruction
methods. Rendering continuous geometry instead of discrete
photon hits can eliminate the discretization artifacts. Ernst et
al.! applied beam tracing'’ to render interpolated caustic tri-
angles to the receiver surfaces. Their algorithm significantly
improved the quality of caustic triangle methods by taking
into account the warped distortions of the beams. However,
it does not handle occlusions, and requires CPU assistance
due to the limitations of graphics hardware at that time. In a
recent work, Umenhoffer et al.® render caustic triangles on

the GPU using layered distance impostors® to render smooth
caustics with occlusion information.

For volumetric caustics effects, beam tracing was used by
Nisthita and Nakamae '' to render underwater volume caus-
tics. Iwasaki et al.!? implemented the former algorithm on
the GPU. For a moderate amount of caustic triangles, their
results had blocky artifacts because of using constant shad-
ing. Ernst et al.! analyzed the radiance distribution along a
warped triangular beam, and were able to decrease the res-
olution of the generator mesh by using interpolation inside
the beams. The caustic interpolation was implemented in the
pixel shader during the rasterization of the convex bounding
prisms of the warped volumes.

Approximate global illumination algorithms often try to
avoid expensive computations at invisible points of the
scene. Screen space adaptive subdivision is one of the pos-
sible optimization alternatives. In an early application for
the rendering of ocean surfaces'? a regular screen space grid
was projected to the heightmap of the water. Recently Miiller
et al.™* used this concept to render arbitrary 3D fluids with
screen space tessellation. The advantage of the method is
that surfaces closer to the viewer get finer geometric details,
while invisible surfaces are not tessellated at all. We have ap-
plied this idea to the problem of beam tracing in this work.

3. Algorithm

Our method for rendering volume caustics breaks down to
two rendering passes (Figure 1). In the first pass the surfaces
of the specular objects are rendered from the light source.
The photon bounces of the surfaces are stored in a set of
render targets. Using these as textures, the second pass gen-
erates the geometry of the beams. For each beam the scat-
tered radiance towards the camera needs to be determined
using the participating media rendering equation. The final
caustics effect is the result of the accumulated rendering of
each beam.

13
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Since we do not have control over the rendering order of
caustic beams, only single-scattering homogeneous partici-
pating media can be simulated. For real-time applications,
this simplified model is generally satisfactory.

3.1. Beam Generation

The first step of the algorithm captures the caustics gener-
ator surfaces from the light source. Since the beam genera-
tion is independent of the mesh topology, surfaces of arbi-
trary number and complexity can be used as generators in
the same pass. The surface positions, normals and material
properties are stored in geometry buffers. Usually the choice
of a proper coordinate system for these parameters is impor-
tant for the following steps. As we will see later, most of
the computations are performed in a special local space for
each individual beam, therefore any initial representation is
sufficient. Currently we store the world space positions and
normals, but in a caustic shadows solution we can transform
those into cube-map space like Umenhoffer et al.f.

The next step projects a regular grid in light’s image space
to the specular surfaces. Having the previously rendered
geometry buffers, this process is extremely simple. A pre-
generated regular grid is sent to the pipeline, but during ren-
dering the position and normal vertex attributes are replaced
by the sampled values from the geometry buffers. Prior to
rendering the buffers are cleaned to values indicating that the
given pixel is invalid. This will allow the geometry shader to
discard the primitives not covered by the generator surfaces.

The projected grid is then forwarded to the geometry pro-
cessing stage. The geometry shader either discards the tri-
angles which are not bases of caustics beams, or emits new
primitives forming the convex boundaries of the caustic vol-
umes.

If the vertices of the specular triangle are denoted by vy,
v1, v5 and the caustic photon directions at these vertices do
d‘| ’ d3 the geometry shader has to extrude a volume bound-
ing the rays v; + l,-d}, i € {0..2}. In our current solution #; is
a constant value, since we do not consider occlusions yet.
Later on #; should be determined by a depth-texture lookup.

The extrusion of the beams needs special considerations'.
In the general case the geometry of the beams cannot be rep-
resented by a finite set of planar surfaces, since the adjacent
d; rays do not necessarily lie on the same plane, but form the
sides of a bilinear patch instead. Figure 2 illustrates artifacts
raised by the direct emission of the beams in the geometry
shader. From the point of volume caustics, the main artifact
is caused by the additive blending, where the same beam
might render multiple times to the same pixel, resulting in
light streaks. This artifact remains dominant on the screen
even at high grid resolutions.

The task of the geometry shader is to emit a triangular
mesh bounding the bilinear patches. During the extrusion a
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Figure 2: The rendering artifacts when extruding along the
photon directions. The non-planar surfaces of the bilinear
patches are approximated with two triangles (left), which
leads to light streaks when using additive blending (right).
The contrast of the image was slightly increased to empha-
size the effect.

touching plane is found for each edge of the specular tri-
angle. Assuming finite beam length, one can always find a
plane that holds the entire caustics volume on its negative
half space’. The extrusion ray for each vertex can be found
as the intersection of touching planes for the adjacent edges.

The volumetric rendering equation is solved in the frag-
ment shader, therefore the geometry processing stage must
encode all the necessary parameters into the emitted vertex
attributes for performing the sampling of the beams. These
parameters are:

The positions of the caustic vertices

The directions of the caustic beam edges

The area of the specular triangle

The caustic radiance values at the vertices of the triangle

The main task of the fragment shader is to find the radi-
ance at each sample point in the beam. This sampled radi-
ance depends on the initial caustic radiance on the surface
and the area ratio of the specular triangle and the parallel
cross section of the beam at the sample point. We know that
the radiant flux

(A, Ac) — / / L(7, ) cos 8 didA
A AW

is constant for every cross section of the beam (A, is the
caustic triangle, p is a representative point in the infinitesi-
mal surface and 8 is the angle between the surface normal
and ). If the cross section is parallel to the triangle, the ra-
diance at each point can be computed using the area ratio.
The question is how to get the area of the cross section of
the warped volume?

The double area of the caustic triangle is defined by the
length of the cross product of the edges:

A(Ac) = |(vi —wp) x (v2— )]
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The calculation of the double area for each sample along the
beam would be very expensive in the fragment shader. It is
desirable to express the area as a function of distance along
the beam. Ernst et al.! proposed a special coordinate sys-
tem, which we will call beam space in the following, where
the mentioned cross product simplifies to a one dimensional
problem.

Since we are looking for cross sections parallel to the
specular triangle, it is beneficial to use a basis where one
axis is perpendicular to the triangle. Prior to further calcula-
tions, the beam parameters are transformed into a coordinate
system where vy is the origin, the x-axis is the vy — v} edge
and the y-axis is the triangle normal. Normalizing these vec-
tors and choosing their cross product as z-axis gives us an
orthogonal basis in beam space. Another important simpli-
fication is to scale the d; ray direction vectors so that their
y-coordinate equals to one in beam space (Figure 3).

Figure 3: The basis vectors in beam space. The ray-
marching of the beams is performed in this coordinate sys-
tem.

Using this representation, we can rewrite the area function
into the following form':
A(y) = (v +ydj — vy —ydy) x (vy +yd; — vg — yd)|
= |(ki +y0) x (k2 +yD)l,
where k; - vi —v; and I = d! — d(’)

Vector v/ is v in beam space using the new basis. Since k;,, =

-

liy = 0 Vi, the length of the cross product will equal to its
y-component.

Expanding the formula we get a second order expression
.  ;
over y in the form of ay~ + by + ¢, where:

a = ﬂ;ﬂ_r_ﬂ,xggv
b = I:l :le - ]:l,\'ﬁZ; A lﬂl;kﬂ’_’_r - I—i,\‘ ﬂz;v
c k| zk’Z.x = k1 xk‘Q;

The a, b, ¢ area coefficients are computed in the geome-
try shader and stored in a vertex attribute. The new coordi-
nate system must also be forwarded to the fragment shader,
which evaluates the volumetric rendering equation by ray-
marching in beam space.

Figure 4: The direct projection of the regular grid results
in false triangles around depth discontinuities. Using sim-
ple heuristics based on the triangle normals and the light’s
direction vectors, these triangles are eliminated.

The geometry shader must also remove triangles which
would result in incorrect caustics, for example by not lying
on the same surface. The projected grid is independent of the
scene, therefore it is possible that some triangles go through
extreme distortions. We use the dot product of the triangle
normal 73 and the light direction vector J, as heuristics for
discarding "wrong" triangles. We assume that if nj is almost
parallel to (7, then the caustics effect is the most accurate,
while if they are "almost" perpendicular to each other, the
triangle must be discarded. In figure 4 we visualized the pro-
jected grid using the normal heuristics.

3.2. Ray-Marching Caustics Volumes

The fragment shader must first intersect the camera-ray with
the beams, then solve the volumetric rendering equation in a
set of sample points inside them. For homogeneous partici-
pating media this equation takes the following form:

L(®) = / e~ g PG )Ly () ds
Ax

where L(®) is the radiance seen from the camera, Ax is the
interval of the ray-beam intersections, o is the extinction co-
efficient, Oy is the scattering coefficient, P is the phase func-
tion, and s; + s is the travel length of caustic photons from
the specular surface to the camera. The notations are visi-
ble in Figure 5. Ray-marching is a numerical approximation
of the above integral. In the case of volumetric caustics, we
have found that it is enough to take a single sample in the
middle of the Ax interval. The simplified numeric approxi-
mation becomes

L(®) ~ Axe ™0 ) 6P (6 & )L (07

The sampling in the fragment shader is performed in three
steps (The whole process is illustrated in figure 5):
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BX= | Ppear - Prar|

Figure 5: Intersecting the caustic volume with a ray. The in-
tersection of the beam edges and the ray-plane defines a tri-
angle. Using 2D line-line intersections, the distance which
the ray takes inside the volume is determined. The partici-
pating media equation is evaluated at a sample point inside
this Ax-long interval. To get the caustic radiance values, the
area function is evaluated at the corners of the intersection
triangle.

e Transform the viewing ray into beam space.

The basis of the new coordinate system is given as
a vertex attribute.

e Intersect the beam with a plane containing the viewing
ray.

The normal of such a plane is determined by:
"r[? = Fyiew X ("\';;'w X rrA)

where ., is the viewing vector and ny is the triangle
normal (the y basis in beam space). By intersecting the
d})_z caustic photon directions with this plane, we get a
triangle in the same plane as the viewing ray.

e Intersect the resulting triangle with the ray and trilinearly
interpolate the radiance at sample point p.

The radiance values at the corners of the intersection-
triangle are determined efficiently by evaluating the area
function. Since the area coefficients were precalculated
in the geometry shader, the fragment shader only has to
evaluate the dot product (y2,y,1) - (a,b,c)".

Since the triangle and the ray lie in the same plane, the
2D intersection simplifies to finding the intersections with
the edges (2D line-line intersection), and interpolating be-
tween the caustic radiances at the triangle corners. If the
ray does not intersect the triangle, the fragment is dis-
carded.
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4. Implementation

We implemented the algorithm in DirectX 10 using HLSL
shaders, with our test platform equipped with Nvidia
Geforce GTX 260 graphics card, Intel Core i7 920 CPU and
6 GB RAM.

The geometry buffer generation is a straightforward pro-
cess. Note that instead of storing the data in textures, the
geometry could have been rendered directly into the grid
vertex buffer. This would avoid the execution of the ver-
tex shader program in the second pass with multiple texture
lookups. However, we did not use this solution for flexibility
reasons: in the future we plan to implement adaptive hier-
archical beam generation in the geometry shader which will
make texture lookups necessary anyway.

The second rendering pass which performs the actual vol-
ume caustics rendering must be executed once for each caus-
tic effect. For example if we want to visualize both reflec-
tive and refractive caustics the projected grid is to be ren-
dered two times. Two sided refractions are not supported yet.
The output format of the beam geometry shader is unusu-
ally complex, since it must encode the entire beam into one
vertex — the fragment shader gets these parameters as inter-
polated attributes. The beam parameters are packed into 10
float4 vertex attributes as shown in table 1.

‘Field Name Components
ParamsO vi®x [v1®z [v2Px [v2°z
Params1 e0°.x [e0®z [e1°.x [e1°z
Params2 e2°x [e2°z | 2A

Lo di of edge 0
L1 Radi of edge 1
L2 Radiance of edge 2
BasisO ex v0.x
Basis1 ey v0.y
Basis2 ez v0.z
wpos World positi
AreaCoeffs a [ b ] c |

Table 1: Vertex attributes.

In the Params0-2 attributes the beam geometry is stored
in beam space. Note that we do not need to store the coor-
dinates of v and any y-components since these are zero in
this basis. Params2 also stores the double area of the caus-
tic triangle. LO-2 holds the caustic radiances at the corners
of the specular triangle. BasisO-2 are also very important,
since they encode the transformation into beam space. Fi-
nally wpos is the world position of the vertices (the viewing
ray is the difference between the world position and the eye
position) and AreaCoeffs holds the area coefficients.

5. Results

The test renderings used for performance measurement are
shown in figure 6. The results are summarized in table 2.
Note that the test scenes contain other shaders not related
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to our method, like a naive implementation of volumetric
shadows with ray-marching.

(10.8 FPS)
(22.2 FPS)
(a1.4 FPS)

314 9.1
9.7 6.2

Table 2: Frame times of the paraboloid scene (figure 6) with
different grid resolutions. The first three columns are in mil-
liseconds. Besides the total frame time, we measured sep-
arately the time of rendering the caustic beams (Caustics)
and the time without the caustics pixel shader (Without PS).
Note, that the high fill-rate is the bottleneck of the algorithm.

To measure the performance of the geometry shader —
which is definitely a critical stage on Shader Model 4 GPUs
— we also run the tests without the costly ray-marching pixel
shader. These results can be read under the caption "without
PS".

6. Discussion and Future Work

Using the projected grid concept the performance is not sig-
nificantly influenced by the geometric complexity. The main
problem of rendering volume caustics is finding the golden
mean between shading quality and fill-rate. When using a
large grid resolution, the caustic effect becomes accurate,
but several beams are rasterized to the same pixel. On the
other hand, reducing the grid resolution introduces sampling
artifacts which are particularly noticeable at geometric dis-
continuities (silhouettes).

As a future work, we would like to add shadowing sup-
port and multiple specular bounces to our implementation.
Animportant form of the latter is the support of double-sided
refractions. During the geometry shader execution, approx-
imate ray-tracing methods can be used to determine the ter-
mination points for the caustic beams.

The other main future direction is the implementation of
the adaptive hierarchical sampling in light's image space,
similarly to Wyman's work”. Initially using a coarse vertex
grid, the geometry shader can look for discontinuities in the
geometry buffer to refine the resolution of the projected grid.
Since we are using the grid for beam extrusion and not for di-
rect rendering, the cracks introduced by such subdivisions do
not cause artifacts. An adaptive algorithm would also reduce
the overhead of discarded triangles in the geometry shader.

The next important way to attack the fill-rate bottleneck
is off-screen rendering. Instead of rendering caustics to the
screen directly, the beams can be rendered into a downsam-
pled buffer, significantly improving the performance, while
only slightly degrading the quality.
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Abstract

We propose an effective method to enable recursive ray tracing triangular scenes using contemporary
real-time graphics pipelines of digital computers. So far, general purpose computations such as ray
tracing utilized the programmable pizel shader for computation. Lengthy algorithms were subdivided to
continue-and-restart-able parts (computing kernels) to enable implementation as multi-pass rendering.
Discussing a fundamentally different method, we are representing rays with geometry, maintaining a
one-to-one correspondence between rays and point primitives. Exploiting the geometry amplification
capability of modern pipeline, we are utilizing the geometry shader to emit multiple secondary rays.
Our approach to recursive ray tracing is influenced by stream computing, circulating the data flow
without using a stack, employing intermediate pipeline stage to feedback transformed primitives before
producing the final color by rasterization of point primitives. An effective implementation employing
the uniform grid space subdivision scheme is described.

Categories and Subject Descriptors (according to ACM CCS): 1.3.7 [Computer Graphics]: Three-
Dimensional Graphics and Realism: Raytracing

1. Introduction

Global illumination techniques and thus recursive ray
tracing is gaining increasing popularity in real-time
image synthesis practice due to widespread availability
of consumer level fast parallel digital computer and
the algorithmic improvements of the recent years.

Ray shooting maps well and easily to GPUs by the
independent nature of rays, and using the graphics
pipeline to implement ray tracing had a well known
stream computing approach so far: in each rendering
pass rasterizing a view-port sized quadrilateral to ac-
tivate the fragment shader on a regular 2D matrix of
pixels where every pass operates on one single ray gen-
eration only. A ray generation is for example the first
level of shadow rays only (without mixing different

f kristof.ralovich@gmail.com
{ gumi@inf.elte.hu

type of rays). Also, e.g. the first bounce of specular
reflected rays form an other ray generation.

This paper discusses a fundamentally different con-
figuration of the pipeline, where individual rays are
represented by point primitives as opposed to pix-
els. Recursion required for!? ray tracing is achieved
by feeding back the transformed primitives to the be-
ginning of the pipeline instead of using a large num-
ber of textures (render targets) to emulate a stack to
store the state of computation. Decomposing® the ray
tracing algorithm was historically required because
of tight restrictions posed by the GPU on the static
and dynamic instruction counts in a shader program.
These constraints are not a problem any more, but un-
derlying architectures are still poorly suited for stack
memory and thus shading languages can not support
recursive function calls directly.
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(a) (b)

(c)

Figure 1: (a)(b)(c) Images generated at interactive rates using the discussed algorithm using geometry shader
and transform feedback. Rays are represented in the pipeline with geometry, viewport is 512° sized. Images from
left to right in respective order: the ”Dragon” shadowcasted, the "Horse” scene with specular materials, and the
"Torus Knot” scene with reflections and shadows from a single light source. (d) Depicts the cost of finding the
intersection for each ray, speed up impact of the employed uniform grid space subdivision is apparent.

2. Previous work

Applying the processing power of programmable GPU
to speed up ray tracing motivated many researchers of
the field of real time computer graphics.

Carr et. al.! discovered that ray-object intersections
may be computed in a fragment shader, later others
managed to apply a great variety of different tech-
niques such as space subdivision and partitioning (uni-
form 3D grid® .6, kD-tree3,2, BVH!!, etc.) to the GPU
to reduce the number of intersections finding the clos-
est visible hit. Szécsi® and Roger et. al.”7 experimented
with ray space hierarchies for logarithmic speedup
culling away rays, while Carr et. al.? used geometry
images to store the scene GPU memory friendly. The
common concept of these methods was using the frag-
ment shader to do the necessary computations.

Szirmay et. al.19 provides a comprehensive overview
of image space methods, practical global illumination,
and ray tracing on the GPU.

Recent research shows high performance ray trac-
ing implementations? are possible using the CUDA
general purpose parallel programming architecture.
CUDA provides direct C language interface to the
graphics hardware without special knowledge of pro-
grammable graphics pipeline, but we are still focusing
on a method layered over graphics APIs because of
their wider general availability.

3. Algorithm overview
Let us summarize the structure of our algorithm:

1. Set up two vertex buffers (VB) with enough space.

2. Fill one of the VBs partially with point primitives
representing primary rays and bind it as drawing
source.

20

struct Hit

{
vecd4d pos;
vec3 orig;
vec3 dir;
vec2 uv;
float %3
ift idx;
int state;
int type;

i

Listing 1: Data structure holding the hit record.

struct PackedHit
{
vec4 pos;
vec4 orig_t;
vec4d dir_idx;
vecd uv_state;

+s

Listing 2: Structure encapsulating a ray and
corresponding hit record. Encoded as four component
floating point vectors. Passed to the pipeline as a point
primitive with associated vertex attributes

3. Bind the other VB for stream output destination.

4. Set up the pipeline with the discussed shaders (sec-
tion 4.1).

5. Rasterize (draw) the point primitives in P number
of passes without changing the shaders and without
any CPU intervention. A rendering pass consists of
the following tasks:

a. Calculate intersection in the vertex shader.

=
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Figure 2: Recursion in the pipeline. Rays are repre-
sented by point primitives with additional vertex at-
tributes to hold the hit record. (a) Intersection in
the vertex shader. (b) Geometry shader emitting sec-
ondary rays and terminating finished rays. (c) Final
shading and color compositing in fragment shader.

b. Depending on material properties, emit sec-
ondary rays in the geometry shader.

c. Use the stream out stage to feedback trans-
formed points primitives.

d. Fragment shader computes color at valid hits.

e. Blend the resulting pixel colors together.

6. Swap the VBs. This is called ping-ponging.

4. Algorithm details

The reason we are required to use two vertex buffers
is that the source of drawing and the destination of
stream output cannot be the same object.

Prior to allocating the VBs, we must know (Fig-
ure 4(a)) their maximum sizes: Syp = w X h x (G +
G') x Sy , where w and h are the dimensions of
the viewport, G and G’ are the maximum and sec-
ond largest number of ray generations emitted in each
depth of ray tracing recursion, and Sy is the size of
a vertex (i.e. the ray structure including a hit record,
which is 64 bytes in our case, see code Listing 2). Note
that this calculation is not dependent on the number
of triangles, and scales with the screen size.

4.1. Pipeline setup

The algorithm is implemented using three stages of the
programmable pipeline (Figure 2) and the transform
feedback (stream out) functionality. Listings 3, 4,
and 5 describe the three shaders in pseudo code.

One could have implemented the functionality of the
vertex shader in the geometry shader as well, however

our separation of functionality is geared towards high
performance: shorter shaders result in lower branching
divergence behavior and thus more coherent memory
access patterns.

4.2. Shaders

In the vertex shader vertex attributes of point prim-
itives (rays) are loaded from the VB. Ray intersection
with the scene is carried out, hit record is updated ac-
cordingly and output. As an additional optimization,
the ray is checked for intersection against axis aligned
bounding box of the scene. If there is no hit, the ray
is marked for termination in the subsequent geometry
shader.

The output of the vertex processor is considered as
the hit record. Depending on the ray state and mate-
rial properties of the intersection, the ray is terminated
(not emitted) or further secondary rays (shadow, re-
flection) are emitted. Emitted new rays are coupled
with a hit record indicating intersections should be
calculated in the next vertex shader pass, and to be
skipped in the following pixel shader in this pass (be-
cause shading requires a valid hit record first). Rays
that have been written to the framebuffer in the pre-
vious pass are not processed in the geometry shader
and are terminated (not emitted) early without pro-
cessing. Transform feedback (Stream Output) is con-
figured to allow receiving multiple output primitives
per each input. If there is anything to output, the ge-
ometry shader is emitting rays in a fixed local order:
first the input ray, later the shadow and finally the
specular reflected ray.

Color of rays with valid hit records is calculated em-
ploying the Phong shading model and written into the
framebuffer in the pixel shader, then a special blend-
ing operation composites visible color, shadowedness,
and the secondary color.

4.3. Rendering

In order to visualize rays in the framebuffer, a view-
port sized 2D grid of point primitives is rasterized on
a plane perpendicular to the view direction of the vir-
tual camera. The positions of the point primitives are
set up so that rasterization assigns them to the pixel
centers, which will result in the whole coverage of the
screen.

We are exploiting that the number of primitives out-
put from the geometry shader is not needed to be
queried back to the CPU to issue a draw call sourcing
those vertices.

As stated in section 4.1, the geometry shader has a
fixed output order of rays. The graphics pipeline has a

21



Ralovich et al / Recursive Ray Tracing in Geometry Shader

(a) (b)

(c) (d)

Figure 3: The contribution of eye rays (a), reflected rays (b) and shadow rays (c). The right most (d) image

shows the final composited image.

very unique property’: primitives hit the framebuffer
in the order listed in the VB (if no other indexing is
used, like in our case), this is necessary for our algo-
rithm to work, since the processing order of rays must
not be changed. Imagine the specular contribution is
added to a pixel before processing the previous shadow
ray: the shadow ray would amortize the influence of
the reflected ray instead of the previous hit.

The P number of rendering passes — required for
the correct image — equals to the depth of the ray
tracing depth. That is e.g. 2 for primary rays and one
bounce (since shadow rays and reflected rays spawned
by eye hits are handled together in the same pass).
See Figure 4(a).

In order to enable the GPU accessing the scene
data, texture memory is employed in a read only man-
ner (in the same way as®). We are able to use world
space coordinates for the scene, so we do not have
to transform rays into object space. Using a uniform
space subdivision scheme requires storing the list of
referenced objects for each voxel of the grid. This is
stored in a RGB 3D texture, where each grid cell is
encoded in one texel. The list of referenced objects is
stored tightly packed and each texel corresponds to
a pointer to actual triangle data. After two levels of
indirection, actual triangle data is stored in two other
3D textures both featuring 4 depth slices. Texels with
the same (X,Y) coordinates in different Z slices are
storing vertex, normal and material information be-
longing to the same single triangle. Thanks to this
“co-location” texture coordinates used for addressing
a triangle’s attributes need to be computed only once
in the shaders.

T Such kind of synchronization can easily be costly to im-
plement in e.g. CUDA.
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4.4. Blending

Different ray generations are intermixed in the vertex
buffer, and thus final color compositing must be capa-
ble of both extinguishing radiance (in case of shadows)
and adding radiance (for reflections rays). Considering
the case of a single point light source, shadows and one
bounce of reflections additional to ray casting, Equa-
tion 1 shows one possible! simple compositing setup
using fast hardware blending (note that RG B, must
be pre-multiplied with the p reflectivity to get correct
results) in only a single rendering pass.

RGBouwt = (1.0 x RGBiye) + (asre X RGBuast) (1)

1.0 for eye rays
Aspe == 0.0 for shadow rays
1.0 for reflected rays

(Bra; Coangy Bere) for eye rays
(1.0,1.0,1.0) for shadow rays
P (Rsre, Gsreys Bsre)  for reflected rays

RGBs'rc —

This equation lets shadow rays to extinguish the con-
tribution from primary rays. The case of more ray gen-
erations and/or light sources require different and a
more complicated compositing approach. Ray genera-
tions should be sorted and rendered to multiple render
targets that blending passes may blend together.

5. Results

Comparison of the distribution of time spent® in the
shaders is summarized in Table 1. From these results

1 An other option is the use of GL_ARB_color_buffer_float
extension, that widens the possibilities of custom blending,
and also provides mechanism to disable clamping of color
values before blending and use of negative alpha values.

§8 The presented data is the % of executed instructions dis-
tributed between shaders, but since the hardware is run-
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Figure 4: (a) The required number of rendering passes equals to the recursion depth, 2 in the figure (blue,
green, and pink frames represent the first, second, and possible third respectively). Each row depicts a different
ray generation. Blue areas with dark dots represent the input of stages of a shader program (vertices, fragments)
labeled by the task carried out in that shader. Dark red frame shows the maximum size each of the ping-ponging
VBs must be capable to accommodate. In the presented case Svp = 512 x 512 x (24 1) x 64 bytes = 48 Mbytes.
(b) Rendering time (in milliseconds) comparison of our method with previous workS. The benchmark environment
15 the same as for Table 3. We suspect that the 2-3 fold worse performance is due to our using of “fat” (64 byte)

primitives.

of naive intersection we conclude, that computation
times are limited by vertex shader, that is by the naive
intersecting. This is a clear indication that more work
may be loaded on the geometry and fragment shaders.

The experiments also showed that the pipeline is
compute bound, with this amount of computation the
cost of more texture reads may be covered transpar-
ently. This leaves us opportunities for improved shad-
ing calculations using BRDF sampling.

6. Conclusion and Further Works

4" generation GPUs are built on a unified device ar-
chitecture. That means the GPU contains only one
type of processing unit and that very same unit ex-
ecutes the different types of shaders. This mapping
of computations to hardware resources would suggest
that it does not matter which type of shader we use to
execute the computations and texture reads from, the
performance should stay constant. Figure 4(b) shows
that this is not true, depicted are our vertex shader”
based results compared to the previous results® based

ning the shader programs on the same unified processors
this translates to accurate time measures.

9 Shader where the most expensive operation, the inter-
section test is executed.

on the fragment shader. We have to conclude that us-
ing the vertex shader for intersection calculations is
slower than using the pixel shader. This is probably
the side effect that we are using “fat” vertices, each
point primitive is made up of 64 bytes. We have ob-
served although the geometry shader also has some
overhead, the vertex shader even without a geometry
shader performs 2-3 times worse!l than the fragment
shader (see Table 2. for measurements of pure ray cast-
ing).

Also moving the light source in the scene incurs high
variability in rendering times, this is due that the cost
of shadow rays is highly dependent on the position of
the light source.

Although efficiency of our setup is apparent, fur-
ther investigating should be conducted with the cur-
rent state-of-the-art space subdivision and partition-
ing methods (kD-tree, BVH, ray hierarchies, etc.) to
enable fair comparison with previous techniques using
full screen quads.

Extending our work in the future with a best effi-
ciency scene hierarchy would be very interesting.

Our system may be optimized to calculate primary

l On a Geforce 8600 GPU.
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intersections through rasterization of eye rays for the
highest possible performance on the graphics hard-
ware. This would only require changing the first pass
of the algorithm.

We found that implementing a ray tracer in a
graphics API involves a notable runtime overhead.
This limitation can easily be overcome once high
performance streaming computing software (OpenCL,
CUDA) gains more widespread availability.
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Appendix A: Shader code

#define inVS () X
Ray ray=Ray(orig_t.xyz, dir_idx.xyz);\
Hit hit=Hit (uv_state.x, uv_state.y, \

orig t.w,int (dir_idx.w));\
int state=int(uv_state.z); \
int type=int(uv_state.w);

#define outVS() \
gl _Position = gl _Vertex; N
orig_tl.xyz = ray.orig; X
orig_tl.w = hit.t; N
dir_idx1l.xyz = ray.dir; \
dir_ fidxd .w = float(hit.idx); \
uv_statel.xy = vec2(hit.u, hit.v); \
uv_statel.z = float(state); \
uv_statel.w = float(type);

void main ()
{

inVS8 Q)

if (state == 0){

ray=Ray (cameraPos ,normalize (vec3(
gl _Vertex.x,gl Vertex.y, =1.0)%rotd3));

hit.t = INF;

it widx = =14

state = 1;

type = 0;

hit = intersect_grid(ray, hit.t);
}

#if defined (SHADOWS) || defined(
RECURSION)
else if(state == 1) {
hit = intersect_grid(ray, hit.t);
¥
#endif
outVs () ;
1

Listing 3: GLSL code for the vertex shader.
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void main () if (state < 3)

{ discard;
inGs () ; if (type == 0)
{
if (state > 1) Ray eyeRay = ray;
return; Hit eyeHit = hit;
if (eyeHit.idx == -1)
if (hit.idx == -1) {
return; gl_FragColor = vecd (backgroundColor.
rgh, 0.0);
emitPassThrough () ; }return;
if (type != 0 || emitNoMore >0) vec3 eyeHitPosition = eyeRay.orig +
return; eyeRay.dir * eyeHit.t;
' vec3 lightVec = lightPos -
#if defined (SHADOWS) || defined( eyeHitPosition;

RECURSION) lookupNormal (eyeHit, N);
lookupNormal (hit, hitN); vec3 L = normalize(lightVec);
vec3 hitP = ray.orig + ray.dirxhit.t float NdotL = max(dot(N, L), 0.0);

+ hitN*EPSILON: vec3 diffuse = lookupTriangleColor (
#endif ' eyeHit.idx);

#ifdef SHADOWS
vec3 tolLight = lightPos - hitP;
float lightDist = length(toLight);
Ray shadowRay = Ray(hitP, toLight/
lightDist); ¥
Hit shadowHit = Hit (0.0, 0.0, Eildes SHADOWS
lightDist, -1); if(type > 0)

gl _FragColor = vec4(diffuse * NdotL,
1.0);
return;

state = 1; { . . .
type = 1; Hit shadowHit = hit;
if (shadowHit.idx == -1)
emitShadowRay () ; discard;
$endif gl_FragColor = vec4(-1,-1,-1, 0.0);
#iftdef RECURSION Tt |
Ray reflRay = Ray(hitP, reflect(ray. ¥ )
dir, hitN)); #endif
Hit reflHit =Hit (0.0, 0.0, INF, -1); b S
state = 1; {
Ray reflRay = ray;
Hit reflHit = hit;
type = -1; if (reflHit.idx == -1)
discard;
emitReflRay () ; vec3 reflHitPosition = reflRay.orig +
#endif reflRay.dir * reflHit.t;
¥ vec3 lightVec = lightPos -

reflHitPosition;
lookupNormal (reflHit , N);
vec3 L = normalize(lightVec);
float NdotL max (dot (N, L), 0.0);
vec3 diffuse = lookupTriangleColor (
reflHit.idx);

Listing 4: GLSL code for the geometry shader.

void main () gl_FragColor = vec4(diffusexNdotL
{ *0.25 1.0);
Ray ray=Ray(orig_t2.xyz,dir_idx2.xyz); b
Hit hit=Hit(uv_state2.x,uv_state2.y, #endif
orig_t2.w,int(dir_idx2.w)); J
int state = int(uv_state2.z);

int type = int(uv_state2.w); Listing 5: GLSL code for the fragment shader.
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Scene (#A) Vertex Shader (%) Geometry Shader (%) Fragment Shader (%)
room3 (12) 67.43 / 48.07 / 54.73  1.14 / 5.15 / 5.05 31.51 / 46.79 / 40.21
Cornell Boz (36) 85.34 / 77.43 / 7270  0.50 / 2.47 / 2.68 14.14 / 20.16 / 24.62

Knight in Boz (646)
(198 animated frames) 99.20 / 98.51 /| NA 0.03 /018 /) NA 0.76 /132 / NA

Table 1: Computation time distribution between shaders using naive intersection testing. Numbers are for ray
casting, shadow casting and shadow casting with single reflections with naive intersection testing (not using the
uniform grid). All images are ray traced in 512 x 512 viewport, all rays are intersecting the scene. GPU instrumen-
tation details are as reported by NVIDIA PerfHUD on a single Geforce 260 GTX, as an average of 50 independent
experiments.

Our method with Our method without 6 using

passthrough GS Geometry Shader Fragment Shader
Rays / second (million) 3.322,484 4.890,746 10.485,760
Ray shooting time (ms) 78.9 53.6 25.0

Table 2: Pure ray shooting performance of different setups of the graphics pipeline. All images are ray traced
in 512 x 512 viewport, all rays are intersecting the Torus Knot scene consisting of 1024 triangles. GPU time
was computed asynchronously as reported by GL_EXT_timer_query on a single Geforce 8600, as an average of 50
independent experiments (by removing the best and worst from 52 independent experiments).

Cornell Box Cornell Knot Dragon Fairy Forest Happy Buddha Horse Stanford Bunny
#A 36 1,024 871,414 174,117 1,087,716 96,966 69,451
64.4 104 481 926 1283 526 295
213 381 824 1512 1390 714 419
353 664 2284 2314 1497 878 529
17.5 26.8 149 590 77 211 109
48.5 75.3 327 712 708 312 182
119 222 1334 1623 1082 594 381

Table 3: Ray tracing performance in milliseconds. Numbers are for ray casting (RC), shadow casting (SC) and
shadow casting with single reflections (RT). All images are ray traced in 512 x 512 viewport. GPU time was
computed asynchronously as reported by GL_EXT_timer_query on a single Geforce 8600, as an average of 50
independent experiments (by removing the best and worst from 52 independent experiments).
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Abstract

Several types of foam can be found both in nature and artificial environments; yet it is rare in computer graphics
due to its complex nature. Modelling foam structure and dynamics by simulating the underlying bubble structure
has a high computational cost. To model such a complex phenomenon we need to use serious simplifications while
maintaining realism and detail.

In this paper we propose a method for rendering dense soap foam in real time. We first build a foam blob from
realistic soap bubbles which has a solid inner structure. We use a hybrid method based on ray tracing and 2D bill-
boards to render dense foam constructed from hundreds of these blobs. To model foam behaviour and interaction,
we present a simple particle based physics simulation approach. While our method is capable of rendering foam

featuring a large number of bubbles, it has certain limitations we also discuss in this paper.

Categories and Subject Descriptors (according to ACM CCS): 1.3.5 [Computer Graphics]: Physically based model-

ing

1. Introduction

Presenting natural phenomena like smoke, fire or fluids in a
realistic way is one of the toughest challenges of computer
graphics. Even though the equations describing the physics
of these phenomena are known, the exact calculations are too
complex to perform in real time. Today’s graphics hardware
requires some intuitive simplifications or artistic input to ef-
ficiently present these phenomena in real-time applications
like computer games.

Bubble and foam simulation clearly falls into the above
category. The structure of dense foam built of soap bubbles
exhibits astounding complexity. While modelling a physi-
cally correct soap bubble is an easy task, building complex
foam structures from individual bubbles cannot be done in
real time on current hardware.

In this paper, we propose a method to render and simulate
dense soap bubble foam. We give an intuitive simplification
of foam structure which enables us to simulate realistic foam
with the speed, detail and quality necessary for real-time ap-
plications. After the introduction and previous work, we give
a short overview of bubble simulation, discussing the actual
techniques used in our method in section 3, including our so-

lution for efficiently modeling multiple connected bubbles.
Section 4 introduces the idea of building foam from blobs
of soap bubbles. We discuss the structure of these blobs and
provide two different methods of storing and rendering blob
structure. In section 5, the technique of building actual foam
of the blobs is discussed, including a basic physics simula-
tion described in section 6. In the next section we present our
result, and provide possible enhancements and future work
in further sections, including the conclusion of this paper.

2. Previous Work

Interference phenomena required to understand bubble
physics were described by Dias '. Later, Glassner gave
a thorough overview on several aspects of soap bubble
physics, including soap film interference and geometric
structure of multiple soap bubbles *4. Most attempts to
model bubble and foam structures are offline methods based
on ray tracing °, and even these offline approaches * use sim-
plified reflection model to render the inner dense parts of the
foam to maintain reasonable rendering times.

Recent articles present real-time approaches and use the
GPU to simulate bubble formations. Sunkel simulates a
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magnitude of hundreds soap bubbles in real time using sim-
plified reflection and lighting model 7.

3. Realistic rendering of soap bubbles
3.1. Soap film interference

In order to simulate foam, we must first understand the
physics of soap bubbles, and provide an efficient way to
render soap films and bubble structures. Basically soap bub-
bles are gas trapped in a thin fluid layer. Because of sur-
face tension and the inside pressure of the contained gas, the
surface of a bubble tends to be minimal. This means soap
bubbles can be easily modelled by spheres; this is a com-
mon simplification used by most approaches. The interfer-
ence phenomenon on bubble surfaces can be understood by
examining soap film reflection — light interference caused
by reflection on two parallel surfaces. Usual soap films are
1-2000 nm wide and have a refraction index of 1.4. Given
these values, the intensity change of the reflected light can
be calculated by the following equations.
psi= i;—tna’ cosV;

Ry =1—cosd;

I, = ;4R sin” ps

The intensity change /. depends on the incoming intensity
I;, the reflection factor R, and the phase shift ps. The phase
shift can be calculated using the wavelength A and the in-
cident angle of the light ¥;, the index of refraction n and
the film width d. The refraction index is calculated using
a Fresnel approximation, the film width and the refraction
index are constant (we can perturb the film width with ran-
dom noise to make the bubble more realistic, simulating film
thickness changes caused by air pressure variation). By us-
ing these simplifications, the intensity change is only depen-
dent on the incident angle and the wavelength, so it can be
easily computed or stored in a texture. We used the represen-
tative wavelengths of the RGB components, as it is pointless
and inefficient to calculate the values over a continuous spec-
trum. Using these equations and simplifications, a soap film
shader can be easily constructed.

3.2. Soap bubble geometry

As we saw earlier, a single soap bubble can be approxi-
mated by a sphere. However, for modelling bubble struc-
tures, we must compute the shared wall film between the
bubbles. Based on Glassner’s observations, three soap films
always meet at 120° angle and the mutual wall is spherical
itself. First, considering two intersecting bubbles, we must
determine this auxiliary sphere’s centre and radius. The eas-
iest approximation would be a simple planar soap film be-
tween the two bubbles. This is an acceptable approximation
for distant bubble formations but unrealistic when examined
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Figure 1: Geometry of bubble walls

closely. In his article, Glassner gives a formula, in which he
exploits the aforementioned 120° property. In a general sit-
uation without proper physical simulation, when bubbles are
spheres of random radii, this rule does not hold. To overcome
this we provide a simple but intuitive and visually convinc-
ing approximation.

Figure 1 shows the geometry in a 2D slice. We used a
simple observation: the tangent is the angle bisector of the
angle determined by the intersection of the spheres and the
centres (AMC Z). If we extend the bubble model by keeping
this rule, but omitting the 120° restriction, we still get ac-
ceptable results with reasonable calculation complexity. The
formulae given by this assumption are the following.

o 2+ +AB
D=rp\/2-2-4 B
2rarp

— d
AC = \/li +rZ —2rprccos erp

4. Modeling foam using soap bubbles
4.1. Foam structure

While soap foam consists of several soap bubbles, the inner
structure of the foam is so complex, that simply modelling it
as individual bubbles is not a working solution. Today's real-
time methods are capable of rendering hundreds of bubbles,
but this is far from the complexity of dense foam. To over-
come this, we examined the macrostructure of soap foam.
On a large enough scale, below the surtace bubbles of dense
foams, we see a nearly diffuse and opaque whitish body, hid-
ing the deeper microstructure of the foam. Our idea was to
model a foam blob possessing this property. The surface of
this blob is built of realistic soap bubbles, and the inside is
approximated by an artist-drawn bubble texture representing
the inner structure of the foam. This creates the impression
of a dense interior with individual transparent bubbles pro-
truding from the blob.
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Figure 2: Using the distance impostor technique to model
foam blobs

The outer bubbles are spheres drawn using the soap film
shader, including the walls between neighbouring bubbles.
Due to the complex nature of the blobs, classic polygon-
based rendering is not a feasible solution. On the other hand,
classic ray tracing is too slow, as complex foam can contain
thousands of bubbles. We needed a data structure to store
bubble data that makes fast and efficient intersection of the
blob and view rays possible.

4.2. Blob intersection using a distance impostor

Our first proposed method is based on the distance impos-
tor technique ®. The original technique is used for calculat-
ing position dependent reflections using environment maps.
It stores environment geometry in a cube map, and uses it
to iteratively calculate surface points intersected by reflec-
tion rays. We imagine the foam blob as an entity trapped in
a cube, represented by a cube map storing the distance be-
tween the blob surface and the centre in every texel. Now
finding the intersection of the ray and the blob is the same
problem as the one stated above, with one minor difference:
our rays come from outside of the cube map, not from the
inside.

As seen in Figure 2, R’ is the original ray. We reverse the
direction of this ray to get R, and place its origin X at the
second intersection of the original ray and the blob’s bound-
ing sphere. As the new ray points towards the near side of
the blob (closer to the origin of R’), the iterative search al-
gorithm will find an intersection [ on this side. Reading a
distance value from the side closer to X would give a wrong
intersection point. Therefore, running the original algorithm
with the reversed ray will give the right result.

The required cube map resolution and iteration count de-

Figure 3: Illustration of the bubble ID technique

pend on the blob geometry. For a common blob consisting
of 64 bubbles, which we used for testing, a resolution of
64 x 64 and a maximal iteration count of 20 were adequate.
When using smaller values, visible artifacts appeared near
the intersection of the bubbles.

The disadvantage of the method is that we lose the inner
structure of the blob as only the outer shell is stored in the
texture. As a side effect, this allows the shape of the outer
bubbles to be other than spheres. However, when rendering
soap bubbles, this does not grant us an advantage, but makes
further calculations — like intersection with the inter-bubble
wall — impossible. This recognition motivated our second
method. Instead of storing distances of the surface, we store
the original bubble data, but we heavily reduce the number
of necessary intersection calculations.

4.3. Blob intersection by storing bubble identifiers

Once again, we use a cube map to store blob geometry. But
instead of distances, we just store an ID of the bubble vis-
ible from the outside in the given direction. We also have
to store the bubble radii and centres in a separate texture or
buffer. First we calculate the intersection of the ray and the
bounding sphere, and then we have to find the bubble it in-
tersects first. This would allow us to use an iterative search
similar to the one used in the distance impostor technique,
but we found that a simple linear search is adequate. This
is because finding any texel that contains the ID of the first
intersected sphere is sufficient to get an accurate result. As
seen in Figure 3, we divide the section of the ray inside the
sphere to a fixed number of segments, and then start read-
ing the values from the cube map in the given directions and
calculate the intersection of the ray and the corresponding
bubble. The first intersection is the one we are looking for.

The advantage of this method is that in most cases, es-
pecially if the bubbles are nearly the same size, we will get
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the result in the first few iterations. Usually the loop ends
in the first iteration when the incident angle is high (the ray
goes through the middle of the sphere) and the required iter-
ation count increases as the ray gets further from the centre.
Also nothing guarantees that we find the right intersection;
in theory we can easily skip the right bubble during the lin-
ear search. However experiments showed that when using
reasonably sized and evenly distributed bubbles, the results
are acceptable. A 128 x 128 cube texture with 10 iterations
produced minor artifacts comparable to the distance impos-
tor technique, and it was also slightly faster.

Storing bubble IDs has another advantage over the dis-
tance impostor method: not only the first intersection, but
also the intersection with interior walls between bubbles can
be computed. When using distance impostors, we only pre-
serve surface geometry, which makes the representation of
the precise sub-surface structure impossible. When using the
bubble ID technique, we have the exact bubble geometry
stored in a buffer. We can use this geometry to calculate in-
ner bubble walls. The linear search algorithm will yield a list
of bubble IDs along the ray, if we do not stop it after find-
ing the first intersection. Consecutive bubbles in this list are
most likely to form a mutual wall, which can be computed as
described in Section 3.2 and intersected with the ray. This is
also an approximate solution, as internal bubbles not stored
in the ID map are not considered and small bubbles can be
skipped by the linear search algorithm. However, with simi-
larly sized bubbles of a soap foam blob this rarely happens,
and it does not influence visual quality.

4.4. Inner structure and other details

Using any of the techniques presented above, the rendering
of the blob is quite straightforward using ray tracing. We cal-
culate the intersection of the blob and the ray coming from
the camera. Then we compute the incident angle of the ray
and the surface normal in the previously calculated intersec-
tion point. We use these values and an environment map to
calculate bubble reflections using the soap film shader. We
can also calculate the internal walls for neighbouring bub-
bles. Finally we have to draw the inner structure using the
bubble texture. It should be an artist-drawn image of small
bubbles, representing the inner structure. The texture can be
stored in another cube map. The sampling direction can be
adjusted several ways as it is depending on the given blob
and foam type. We used a weighted sum of two vectors. The
first vector is the direction of the second intersection of the
first intersected bubble relative to the centre of the blob. This
spherically projects the texture onto the interior surface of
the blob, which is what we get if we remove the outer bub-
bles. The second vector is the inverse normal of the bubble at
the first intersection. This slightly distorts the original map-
ping based on the outer bubble geometry.

As stated before, the middle of the blob is opaque, while
the outer bubbles are nearly transparent. To achieve this ef-
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Figure 4: A foam blob rendered using the bubble id method

fect, the transparency of the inner texture is set according to
the second intersection point’s distance from the inner and
outer bounding sphere. In the middle of the blob, the second
intersection of the current bubble is closer to the centre as the
ray is almost perpendicular to the blob’s bounding sphere.
Near the outer region, the intersection point is farther from
the centre, so the blob will be more transparent there.

The last issue is the surface normal of the blob used for
lighting equations. The nearly diffuse inner surface should
slightly follow the wrapping surface of the outer bubbles,
therefore we used a weighted average of the bubble’s normal
and the blob’s bounding sphere’s normal. However this and
the other parameters mentioned before should be set accord-
ing to the actual blob structure and the desired foam type. A
typical foam blob can be seen on Figure 4.

5. Rendering foam using foam blobs

Realistic dense foam needs to be constructed from many
blobs, so we need a fast technique to render them. While
ray tracing the blobs could be straightforward, it would be
too slow for large foam. We propose a method based on par-
ticle systems, that is capable of rendering hundreds of blobs
real time. Blobs are rendered as 2D billboards. The ray from
the eye position is calculated for all pixels of the billboard,
and it is used to render the corresponding blob as described
in the previous section. This means we do not have to do
the intersection calculations for all blobs, but also means we
cannot calculate inter-blob reflections (which would be too
slow to use in real time anyway).

The data associated with the blobs are stored on the graph-
ics card in a vertex buffer. The billboards are generated by
the geometry shader using this data. The vertex positions in
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Figure 5: Dense soap foam rendered using the proposed
technique

world space are also calculated in the shader, and used in the
pixel shader to get the view rays for every pixel. Besides the
colour, the depth of the blob is also computed for every pixel
to address problems of overlapping particles.

Since the blobs are transparent, we need to sort the parti-
cles according depth, in order to use alpha-blending. How-
ever, depth is different in the pixels of the billboards, so we
have to do the sorting at pixel level. Depth peeling ? is a
technique rendering translucent objects. It basically accom-
plishes pixel level sorting by using multiple rendering passes
to store multiple depth levels for every pixel. We use two
buffers to store depth data. First we render the scene depth
into the first buffer, and then render it again into the second
buffer, but only those pixels that are further than the stored
depth in the first buffer. Then we flip the two buffers and re-
peat. We store the blob identifiers in a third buffer, in a differ-
ent colour channel for each iteration. In the end, the n closest
bubble identifiers will be in the final buffer. In the final ren-
dering pass we render the blobs in order with proper trans-
parency. While this method uses multiple rendering passes
and it is generally slow, it provides a real-time alternative to
ray tracing.

This method has one serious shortcoming in cases where
multiple blobs overlap each other. Let’s assume that we use
three rendering passes (and store 3 layers of blob depths).
Now imagine that the first three blobs are rather transparent,
but there is a fourth, solid blob behind them. In this scenario,
the resulting foam would be transparent, resulting a transpar-
ent hole in the foam. To overcome this limitation, we use an
extra rendering pass to calculate the maximal opaqueness for
all visible blobs. When we draw the diffuse foam texture,
we use this value to plug the unwanted holes in the foam.
The main disadvantage of this method is the resource con-
sumption, as we have to calculate intersection points for all
blobs (however we do not calculate surface interference, re-
flections or wall geometry for these blobs). Figure 5 shows

dense foam. All the free parameters were set to grant visu-
ally appealing result.

It was not stated explicitly before, but blob rendering tech-
niques require the blob structure to be static. The blob tex-
ture is prerendered once and then used for all blobs. This
means that all the blobs are the same (it is possible to use
several blob textures to construct a fixed number of different
blobs). We used transformations to change blob size and ori-
entation. This can be easily done real time in the pixel shader
during the intersection calculations and grants us more di-
verse foam. To store these transformations, only one addi-
tional float vector is required in the vertex buffer. We can
represent the orientation as a quaternion and store it in a
four-dimensional vector. The blob size can be the fourth,
previously unused coordinate of the position vector. We can
also use a transformation matrix to store more general affine
transformations, but in our implementation it was unneces-
sary to do so.

6. Foam physics

To provide even the most basic physical simulation, we must
render solid objects beside the foam. As we used environ-
ment mapping for reflections and refractions, solid objects
must be rendered using a blending technique. We first ren-
der these objects, and then blend the foam over them without
clearing the depth buffer. This is efficient but this does not
handle reflections of solid object on bubbles, or the render-
ing of transparent objects like smoke or glass.

Figure 6: Foam formations sliding down on a slope

To simulate foam dynamics and present the characteristics
of this rendering technique we created a basic but fast phys-
ical simulation based on particle dynamics. The simulation
is able to handle inter-particle forces and outside objects. In
the technical demonstration we presented a foam mass slid-
ing down on a slope (see Figure 6). Each blob has a posi-
tion, mass, and velocity, with forces acting between blobs
and other objects. The blobs are represented by their bound-
ing spheres. If two blobs get too close, two types of force
can affect them: if they are far enough an attractive elastic
force arises, modelling the different parts of the foam stick-
ing together. However, if two blobs get too close, they col-
lide, resisting collapse and giving the foam a solid structure.
By properly adjusting these forces and the gravity, a good
approximation can be achieved for the desired foam type.
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The simulation is done on the CPU. Further exploration in
this topic could yield more realistic results and boost perfor-
mance by implementing a physical simulation on the graph-
ics card.

7. Results

We implemented the technique using DirectX 10 and Shader
Model 4.0 on an NVIDIA Geforce GTX 260 graphics card.
We achieved real-time simulation (32 FPS) of 100 blobs and
a total number of 22700 separate bubbles, using the bubble
ID technique for calculating intersections. The various pa-
rameters like iteration count, texture size, and the number of
bubbles in a blob were set to imitate soap foam to the high-
est possible fidelity without visible graphical glitches. Fur-
ther tweaking these parameters could result in performance
increase, while maintaining acceptable graphic quality.

o (SAOK CBU), FAIGRHRAR UMOMM SIRGH (M5 1, Q0

Figure 7: A box shaped form consisting of 5000 blobs

Using these same parameters, simulating between 100 and
1000 blobs the FPS stays above a reasonable rate (around
10). Figure 7 shows a foam formation of 5000 blobs and a
total number of 1135000 bubbles, rendered at 5 FPS. Given
these numbers, in the near future with further optimisations
the real-time simulation of foam consisting of hundreds of
thousands of bubbles could be possible.

8. Future work

The most serious limitation of the proposed technique de-
rives from the particle based approach. Our blobs are static
entities with fixed size and structure, and when we start to
divide the foam into smaller pieces comparable to the blob
size, it leads to artificial and unnatural results. To overcome
this, we propose a possible direction. First, we need a model
to adjust blob size dynamically, based on some physical ob-
servations, but not too complex to undermine the perfor-
mance. Another possible way is to locally increase and de-
crease the simulation resolution (the blob size in this case)
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by the local foam characteristics and viewer distance. Blobs
inside a dense foam or far from the viewer could be merged
together, or their simulation and render quality should be
otherwise decreased, while larger blobs broken out of the
foam should break up into smaller blobs.

9. Conclusion

Bubbles and foam are extremely complex natural phenom-
ena, the formation, motion and optics of which obey com-
plex physical laws practically impossible to simulate in real
time. A visually convincing result, however, is feasible with
clever data structures and subtle approximations. As with a
wide range of natural geometries, the concept of impostors
is very helpful. We have shown how a generic impostor tech-
nique — the distance impostors — can be modified to represent
bubble clusters, and we also proposed a specialized repre-
sentation that exploits the fact that bubbles are spherical, and
allows not only for a more accurate representation, but also
for an approximation of internal foam walls. Furthermore,
we described algorithms for the simulation and rendering
of massive foam composed of the bubble clusters, based on
particle systems and the billboard visualisation technique.
Our method is capable of real-time rendering dense foam
consisting of ten thousands of bubbles on modern graphics
hardware.
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Abstract

This paper covers the graphical development of the test applications created for the Turing Game project. We
present our rendering system including lighting, post processing, animation and camera setup. We also describe
the non-photorealistic techniques we used to achieve stylistic rendering.

Categories and Subject Descriptors (according to ACM CCS): 1.3.7 [Computer Graphics]: Color, shading, shadow-
ing, and texture, Animation, K.8.0 [Personal Computing]: Games

1. Introduction

The Turing Game project is a research project that deals
with artificial intelligence, human-computer interaction and
human-computer collaboration. The main goal is to create
a game-like application where human and computer play-
ers act together in a virtual world, they have tasks to do
and these tasks usually need some kind of collaboration and
thus communication. Human and computer players should
use the same language for communication, preferably they
should form a new language from a set of predefined signs
by assigning meaning to them and mixing them together.

The first test environment was a simple game based on a
the popular PacMan game. This game is a multiplayer game
and allowed only human players. Human players are pac-
mans and the goal of the game is to survive in a labyrinth-like
environment where ghosts are chasing the pacmans. Pac-
mans can neutralize ghosts with picking up power items
or encircle a ghost. Communication is made with gestures
(pointing and special actions), and facial expressions.

In this paper we describe the graphical techniques used in
this test game. We used an open source 3D rendering engine
called OGRE? and NVidia’s free physical simulation engine
called PhysX'. All development was made in C++, and run
on Windows platform using DirectX 9 and HLSL. The game
has to offer high frame rates as it should run on middle class
hardware too, which made us concentrate on rendering tech-
niques that has low computational costs. In the next sections
first we introduce our lighting system, then our stylistic ren-

dering techniques. This is followed by the description of our
post processing effects and animation system. The last sec-
tions cover collision detection and camera setup.

2. Lighting and shading

The main difference between the original PacMan game and
our game is that our game uses 3D graphics; players can
move freely in a three dimensional environment. Creating
the graphical engine of a 3D application is a complex and
time consuming work, especially if we would like to achieve
a modern look featuring up-to-date rendering techniques.
This is why we decided to use an open source rendering en-
gine that has all these features implemented. OGRE is a con-
stantly developed high quality engine that has a wide com-
munity making it an ideal choice for us.

OGRE has a flexible, scriptable material system support-
ing all formats of GPU shader programs we could use to
implement our lighting methods. For static level geometry
we used precalculated lighting stored in light maps. These
maps were precalculated and saved to texture files by the
3D modeler we used. Light maps usually have low resolu-
tion which cannot capture the lighting changes due to high
frequency geometry features. In our case these features were
modelled with normal maps, which can be used in light maps
too. We modulate the radiance stored in the light maps with
the cosine of the angle between the triangle normal and the
perturbated surface normal read from the normal map. Thus
we consider all precalculated irradiance as it would arrive
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from the triangle normal direction. Note that a more pre-
cise solution can be achieved with storing several light maps
each storing incoming radiance from a given direction and
combine them during rendering®. This method can also sup-
port light mapping for specular materials, but needs special
tools to calculate these light maps. This technique supports
only static lighting, thus for the dynamic lights present in
the scene (which were also used for communication pur-
poses) we added their contribution with per-pixel Phong-
Blinn lighting.

For dynamic objects we needed a different approach. Dur-
ing lighting the static geometry we used a lot of light sources
which did not affect final rendering time due to the use of
precalculated lighting in light maps. However, for dynamic
objects only a few light sources can be taken into account
to maintain high frame rates. Though we could select a few
significant light sources, or take into account only the clos-
est ones (OGRE supports this automatically), we used an
even simpler solution. We treated these light sources as en-
vironmental light sources and also used precalculation for
them. The most obvious way would be the use of environ-
ment mapping with which high quality indirect lighting ef-
fects can be achieved”. However, this requires a frequent up-
date of an environment map (or even a distance impostor)
or interpolation between several precalculated environment
maps. Interpolated environment maps would produce satis-
fying frame rates, but this technique would be hard to au-
tomate with our tools, and OGRE also does not support it
automatically, so we used an even simpler solution.

Lighting of dynamic objects was handled with a special
two dimensional light map texture that was calculated for a
diffuse white plane placed half of character size above the
ground. For any shaded point of a dynamic object we can
calculate. light map coordinates from its world space coor-
dinates and use the stored light intensity for static lighting.
This method is only an approximation, but since in our scene
the characters are moved on a plane and light sources are
placed relatively high above the character the result was sat-
isfying and had really low computational costs. Figure 1 il-
lustrates this lighting technique with a box placed at different
positions in the virtual world. The effect of dynamic light is
added to precalculated lighting just like in case of level ge-
ometry.

The effect of dynamic objects on static geometry is usu-
ally handled with some shadow computation method. We
used the built-in shadow volume feature of OGRE which
creates high quality sharp shadows. In our case we again
run into the problem of having too many light sources. We
should have one or two significant light sources for shadow
computation, but these are hard to select. Thus we created
a separate light source dedicated to shadow computation.
This light source does not give any light contribution to the
shaded scene, it only produces shadows, and it is placed high
above the center of the level. Again as our static light sources
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are placed high above the character this approximation is not
annoying, but shadows help us a lot in the interpretation of
the three dimensional space.

Figure 1: Precalculated lighting of a dynamic box object.

3. Stylistic rendering

Though we used realistic lighting, we wanted to give a
cartoon-like look to the game. Stylistic rendering can give
an extraordinary look, which catches the eye and inspires
the user to try the game. Further more using an abstracted
rendering style some communication features like facial ex-
pressions are easier to interpret than in a realistically shaded
lighting.

For static level geometry we used simplified textures with
large area features to provide a sufficient background for dy-
namic objects rendered with special render techniques. As
textures are only used for level geometry we saved a lot of
texturing and UV mapping work in case of our character
models.

3.1. Cell shading

For our player characters we used a technique similar to cell
shading. Cell shading mimics traditional cartoon painting
with mapping smooth lighting values to discrete shades to
create the characteristic flat look. In practice we calculate
the luminance value of total outgoing radiance of the shaded
point (assuming that the surface color is white) and map
this scalar value with a gradient map created by the modeler
artist. This gradient can have both smooth and sharp tran-
sitions, but for a flat look sharper transitions are preferred.
Figure 2 shows two objects rendered with the described cell
shading method and their gradient maps.

3.2. Contour detection

Cartoon paintings have dark outlines and contour lines
which should also be rendered. These lines can be gener-
ated from the triangle mesh emphasizing the edges where
the sign of the dot product of the view direction and the nor-
mal vector of two adjacent triangles changes. We can also
take into account edges which became contour edges with
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Figure 2: Fruits rendered with cell shading and their gradi-
ent map.

a little perturbation of the view direction (these are called
suggestive contours?). This technique requires huge amount
of CPU processing in each frame, so a more GPU friendly
and lighter method should be used. The dot product of the
view vector and the shaded normal can be determined eg. by
the fragment shader in each pixel. Where this dot product is
smaller than a threshold value the pixel contains a contour
line. This technique gives satisfying results only if the ge-
ometry is well tessellated (see Figure 3) which has a great
impact on performance, so we used a different method and
used image-processing for outlining.

. S

Figure 3: Siluette detection using the facing ratio (the dot
product of the view vector and the shaded normal) of shaded
points. The cherry model on the right is highly tessellated
which results in higher quality contours.

We used a method similar to Decaudin’s method* to detect
outlines from per pixel normals and depth buffer. Silhouette
edges can be thought of as discontinuities in the depth buffer,
while crease edges are discontinuities of the normal vectors.
To detect these discontinuities per pixel normals and depth
values should be stored and some kind of edge detection fil-
ter should be applied to them. We tried several filter types
and filter sizes to find the balance between performance and
image quality and finally we used a difference of Gaussian
filter with setting the standard deviation of one of the Gaus-
sians to zero (which means the original image). The depth
buffer and normal buffer were stored in a single texture so
Gaussian filtering can be performed parallel on the depth

values and the x and y components of the normal vectors.
The filter size and contribution of the depth value and nor-
mal vector differences should be carefully adjusted to get
the desired effect. The final difference image is inverted and
multiplied with the rendered image. Figure 4 shows the in-
verted difference images of depth values and normal vectors
and the final composited rendering (Figure 5 shows screen
shots taken from the final game using stylistic rendering).

As distance objects show aliasing artifacts and their out-
lines should be less intensive as for nearby objects they are
lightened proportional to camera distance. To have thinner
outlines for far objects filter size can also be adjusted accord-
ing to camera distance. To further reduce aliasing artifacts
the normal and depth buffers should be rendered using dou-
bled resolution and aliasing will be automatically performed
by hardware texture filtering.

iii‘\i,‘
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Figure 4: Contour detection with image processing. a.: con-
tours detected from the depth buffer, b.: contours detected
from the surface normals, c.: final contour image combining
a. and b., c.: final composed image.

3.3. Edge preserve filtering

Beside stylistic rendering we tried a different approach to
achieve a stylistic look: we rendered the scene with realistic
shading and used image processing with special filters on the
rendered image. Our implementation is based on the work
of Kyprianidis and Déllner’. Automatic image abstraction
is done with an orientation-aligned separable bilateral filter-
ing and a final color quantization provides the cartoon-like
look. This approach aligns the bilateral filter with the local
structure of the image, thus the separable implementation of
the filter first filters in the direction of the gradient and then
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Figure 5: Screenshots from the application.
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Figure 6: Edge preserve filtering. Left: original rendered image. Right: image after filtering and contour detection.
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in the direction of the tangent. This approach eliminates the
horizontal and vertical artifacts of the original xy-separable
bilateral filter’. To construct the tangent field first a Sobel
filter is used to approximate the derivatives, then the struc-
ture tensor is computed, which is smoothed with a separable
Gaussian filter and finally the tangents are computed from
the smoothed tensor. To avoid color bleeding artifacts the bi-
lateral filtering is performed in Y’CbCr color space, which
also makes color quantization easier. We used the same con-
tour detection technique as described in 3.2.

The strength of this technique is the use of separable fil-
ters only which provides good performance. OGRE also has
a good scriptable post processing framework to support these
image processing tasks. However the computational cost is
still too high for some configurations, and the complexity
of the shaders also required Shader Model 3 GPUs, which
could not be a minimum requirement for the game. For these
reasons this technique remain an interesting but experimen-
tal only feature. Figure 6 shows the results of the edge pre-
serve abstraction filtering technique.

4. Post processing effects

OGRE'’s post-processing framework, and image composi-
tion helped a lot to create some special effects of the game.
One of these effects was the "visualization of the power".
When a player picks up a power item we should indicate
somehow that this player has gained some special abilities
and can neutralize ghosts for a sort time. We wanted a col-
orful swirling aura to appear around these characters as well
as around the power item itself. We visualized a force field
similarly between two players who got close enough to each
other and can encircle and neutralize the enemy together.

To draw this aura first we identify the objects that need
this aura and draw them to a separate image with an ani-
mated color texture. Depth values should be checked with
the depth buffer of the entire scene. We render the force field
as a cylinder. This image is then smoothed with a separated
Gaussian filter, and finally added to the original image. Fig-
ure 7 illustrates the compositional method to visualize the
power auras.

We also added a depth of field effect with post-processing,
which blurs objects that are out of focus with a depth based
Gaussian filter. We set the focus at a fixed distance, the dis-
tance of the player’s character. In our Gaussian filters we
used importance sampling to enhance quality®.

5. Animation

Character animation plays an important role in our game as
it is the only way of communication between players. Play-
ers can point at something in 3D space or can do special ac-
tions. These were created with skeletal animation and skin-
ning. Characters can also express basic feelings with facial
expressions which were implemented with vertex blending.

€.

Figure 7: Rendering steps of the power aura visualization.
a.: objects with power rendered to an image, b.: blurred
power image, c.: original rendering, d.: rendering with
power visualization, e.: visualizing the force field between
two characters.

5.1. Skeletal animation

Skeletal animation and vertex skinning are well supported
by the OGRE engine. Keyframe skeleton animations can
be saved from the most common modeler programs and
can be played by the engine automatically. Software vertex
skinning is also automatically performed on the CPU, but
hardware skinning can also be used by an appropriate GPU
shader program.

Pointing in an arbitrary direction with the character’s
hands can be solved with inverse kinematics, but unfortu-
nately this is not implemented in OGRE so we used a sim-
pler method. Instead of solving the equation system of in-
verse kinematics we used forward kinematics and anima-
tion blending. In animation blending (which is a built in
feature of OGRE) several animations of the same skeleton
are played simultaneously and their effects can be added to-
gether with weighting. To implement pointing we created
poses that point to the main directions of the 3D space (Fig-
ure 8), and in runtime we combine three of these main poses
with proper weighting for a given pointing direction. The
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final result will be correct and requires negligible compu-
tational power. On figure 9 a green double arrow, which is
controlled by a pointing device (which can be mouse, a game
pad or a Wii controller), denotes the point where the charac-
ter points. To reconstruct this point in 3D space we use the
mouse screen coordinates, the depth buffer and the inverse
of the camera transform.

Figure 9: Pointing with a character in the game. The main
poses are blended together to create an arbitrary pointing
direction.

5.2. Facial animation

Facial expressions are the second way of communication in
our game. For example the player can express his satisfac-
tion or disappointment about the actions of another player.
The most common way to create facial animation in games
is to use skeleton animation or to use blend shapes. We used
both techniques. We created and animated a bone for the
chin and used blend shapes to mimic the effect of facial mus-
cle activity.

We created four main expressions which can be mixed to-
gether: happiness, sadness, anger and fear (figure 10). These
expressions can be weighted and added together automati-
cally by OGRE (figure 11 shows some mixed expressions of
our character model). These expressions can be controlled
by buttons, however in this case defining the mixing ratio is
problematic, so only one expression will be used at a time.
Another solution is to create some user interface component
with which mixed expressions can be easily set, or expres-
sions can even be detected from a video sequence taken from
a webcam. Our final implementation uses only one expres-
sion at a time and uses buttons to activate them. Facial ex-
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pression detection was also supported with the help of an ex-
ternal library called FaceApi. Using discrete expressions did
not prove to be a disadvantage as expression mixing does not
play a great role in fast communication.

Figure 10: Face models of the main expressions. From left
to right: anger, sadness, fear and happiness.

R

Figure 11: Facial expressions created with blending the
main expressions.

6. Collision detection

Out game characters can move freely in a three dimensional
environment. To prevent characters penetrating into each
other and the scene geometry collision detection and han-
dling is needed. Unfortunately OGRE does not implement
collision detection, so we used PhysX to handle collisions.
The level geometry was approximated with boxes, and the
characters were approximated as capsule shapes. We created
a script for the modeler we used to export the collision boxes
of the scene geometry (which were defined by the modeler
artist) into a text file, and the application builds up the phys-
ical representation from this file.

Camera movement also needed some special considera-
tions. The game uses a third person tracking camera setup,
which places the camera behind and slightly above the
player character. This camera setup can be disturbing when
the player gets occluded by other objects, this usually hap-
pens if the player is close to walls for example. To overcome
this we used PhysX’s features (ray object collision testing)
to detect if the player is occluded by an object (typically by
walls in our case) viewed from the camera, and move the
camera closer and upper in front of the occluding object.
Though this limits camera placement, it totally eliminates
occlusion artifacts which is much more disturbing.

7. Conclusions

A modern game should have high quality graphics and
should use high performance techniques to provide real-time
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Figure 8: Character poses for the main pointing directions.

frame rates on various platforms. On the other hand graph-
ics programming can be very complex and cover various ar-
eas like lighting and rendering, animation and physics. For
a small game developing project the most efficient choice is
to use open source or free frameworks to save developing
time. OGRE and PhysX proved to be a good choice for us,
they provide enough capabilities to implement our rendering
techniques without writing too much engine code. Stylistic
rendering also proved to be a good choice as it saved us a lot
of digital content creating work and also gave a unique look.
We used techniques that can easily be implemented without
writing special preprocessing tools, runs at high frame rates
but still provide high quality, visually pleasing result.
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Abstract

When rendering lighting effects of homogenous participating media with single scattering, like light shafts or
sun rays, the visibity of the light source is the most important factor determining the appearance of the image.
In real-time applications, this visibility term is typically found using depth shadow maps. As a depth shadow
map is a sampled representation of the shadowing geometry with a finite resolution, aliasing artifacts emerge.
For surface shading applications, numerous shadow map filtering techniques have been proposed, including both
post-filtering (most notably percentage closer filtering) and pre-filtering approaches (e.g. variance shadow maps).
However, when rendering volumetric phenomena, the shadow map is sampled in a characteristically different way.
In this paper, we investigate the properties of the radiative transport equation with respect to visibility sampling,
and propose pre-filtering techniques for shadow maps, along with the modified ray marching algorithms that
exploit the extra information stored in the processed maps. These achieve similar image quality with less samples

and with better frame rates.

Categories and Subject Descriptors (according to ACM CCS): 1.3.7 [Computer Graphics]: Three-Dimensional

Graphics and Realism

1. Introduction

Rendering volumetric light transport phenomena, or partici-
pating media, has become one of the main challenges in real
time graphics. As the processing power of graphics hard-
ware now allows for a convincingly accurate simulation of
solid surface reflection effects, even under complex lighting
conditions and various material properties, it is also possible
handle more subtle volumetric effects for increased realism.
At the same time, the computation of these effects is inher-
ently more complex. To find the color of a pixel, it is not
enough to locate a single visible surface point, but we must
aggregate light scattered towards the eye from every point
along the ray. How much light arrives at these points also
depends on the participating media.

In this paper, we examine the use of shadow mapping to
determine the visibility of light sources while rendering par-
ticipating media. To this end, we do not consider volumetric
effects not closely related to shadows. Specificially, as it will
be discussed in detail in Section 1.1, we neglect emission,
multiple scattering and inhomogenities of the medium. The
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effects rendered under these assumptions are usually known
as light shafts or sun rays, and they are among the most spec-
tacular and ubiquitous features in real-time applications.

1.1. Radiative transport in participating media

There are four phenomena that can influence the radiance
travelling towards the eye along the ray: absorption, out-
scattering, in-scattering and emission. In this paper, we do
not discuss emission effects. Photons originating from light
sources may collide with the particles of the participating
medium. The probability of this happening over a path of
unit length is described by the optical density . After a col-
lision, the photon may be absorbed or scattered, the latter
happening with probability a, which is called the albedo.
The medium is homogenous if the density and albedo do not
depend on the location. The probability density of the scat-
tering direction is defined by the phase function P(o',®),
where o’ is the incoming and ® is the outgoing direction.

Let us consider a ray of equation X(s) = X + ®s, where X
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if the ray origin, @ is the ray direction ® expressed as a unit
vector, and s is the ray parameter in range [0, S]. It is also true
that X(5) is the eye point, X is the surface point hit by the ray,
and S is the distance between the two. The medium behind
the visible surface point, where s < 0, cannot contribute to
the radiance at the eye.

The change of radiance L(X,®) along this ray in non-
emissive homogeneous participating media is expressed by
the radiative transport equation®

dL(X(s), )

=g = )L (E(s), ) +

Fa((5))ali(s)) / L(3(s),0) P, 0)dey.
P

This integro-differential equation is difficult to solve since
the unknown radiance appears in derivative, normal, and
integrated forms. Such equations can be solved by Monte
Carlo methods’, but they are far too slow for real-time appli-
cations.

However, there is a wide class of participating media sce-
narios where significant simplifications can be made, and
an analytic solution can be obtained. Firstly, density T and
albedo a can be considered constant if the medium fills all
empty space evenly. This is true in the case of dust hovering
in the air, water in an underwater environment, or fog out-
doors. If the density is also low, then indirect, scattered light
arriving at a point is negligible compared to direct lighting.
Therefore, multiple scattering can be ignored. These two as-
sumptions mean that every considered light path consists of
two segments passing through a homogenous medium: one
from the light source to the point of scattering, and one from
there to the eye.

Furthermore, real-time applications usually work with the
abstract light source model. That is, directional and point
light sources are assumed, and the direct illumination can be
found by evaluating a form factor analytically. The visibil-
ity of the light sources is typically determined using shadow
maps. For the simplicity of discussion, we assume a single
abstract light source. Multiple light sources can be handled
by summing the contributions of individual light sources.

With the above assumptions, the in-scattering term

/L (¥(s),0") P(0', 0)de’
&

can be substituted with

Lign (¥(s),0") v (¥(s)) P(@righy, @),
where Ljjgp, is the unoccluded direct incoming illumination
due to the abstract light source, which does not depend on
scene radiance or geometry. Function Vv is the binary visi-
bility factor. The directional integral has been eliminated be-
cause L (_?(s),(o’) is a Dirac-delta function, which is zero ev-
erywhere except for @y, the direction of the light source.

Thus we get

= —1L(X(s), ) +

+ taLyjghy (X(5), Olight )V (X(5) ) P(@pight, ). (N

In such a low-density, evenly distributed medium, volu-
metric scattering produces a high variation pattern in the
image only if the lighting also has a high variation. That
is, there should be dark, shadowed parts and brightly illu-
minated regions. This typically happens when strong light
arrives into a restricted area of a relatively dark environ-
ment. In this scenario the visibility v of the light source
becomes the most important factor. Therefore, the accuracy
of the shadow mapping technique used to determine light
source visibility is the most critical in these cases. For this
reason, when investigating shadow map filtering techniques
for rendering volumetric phenomena, we choose the prob-
lem of single scaterring in a homogeneous medium as the
test environment. In immersive real-time applications, this
phenomenon manifests as light shafts or sun rays.

The differential equation 1 can be solved analytically (the
correctness of the solution can be proven by inserting it back
into Equation 1):

L(X(s),®) = e~ ™ L(%p, ®)+

s
+ /Lngm(f(s),(ﬂngm)\’ (3(s)) P(@righi, @)e " Vds. (2)
0

The integral on the right hand side of the equation can be
approximated with a finite Riemann summation

L(¥(s),0) ~ e~ “L(X,®)+

N—=1
— 3 —1nAs
+ Z Liight (Yn, Oright)V (¥n) P(Olight, @) e "8As, (3)
n=0
where the step size is As = S/N, i.e. it is the length of the
ray divided by the number of sample points [o,...,¥yv—1].
Sample points are located on the ray at

Note that we chose the indexing of the summation to start
near the eye and increase with the distance.

The Henyey-Greenstein model is a widely used approxi-
mation for the phase function P(o’, »):

el 30-8)(1+(6-6))
(0, 0) = —
" (21 g2) (1 4+ g7 28(6-@)))

191

where g is the model parameter called anisotropy which de-
fines the average cosine of the scattering angle. Dust, fog,
water, or similar phenomena exhibit very little anisotropy;
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as the viewpoint moves, we do not expect a change in light
intensity. With g = 0, we get the Rayleigh phase function

PR(u)',m):l%n(qu(w-m’)z).

This is the phase function we used in our implementation.

1.2. Shadow maps

Shadow mapping!? is the most prevalent way of rendering
shadows in real time. It is a two-pass method. First the shad-
owing geometry is rendered into a shadow map texture so
that the surface that is visible from the lightsource is pro-
jected onto the shadow map texels, also called lexels. Every
lexel stores information about the position of the surface ele-
ment, typically in the form of a depth coordinate or distance
from the lightsource. Together with the shadow map texture
coordinates of the lexel, these are enough to encode the 3D
position. Thus, the shadow map is a sampled representation
of shadowing geometry.

In the second, final pass, the scene is rendered with con-
ventional shading, but the contribution of a lightsource is
modulated with a visibility factor obtained from its shadow
map. The visibility of a shaded point is determined by pro-
jecting it onto the shadow map, and comparing it to the shad-
owing geometry sample there. This yields a binary visibility
factor. If 7 is the position of the light source, and 8(7 — X) is
the depth value read from the shadow map at direction 7 — X
then the visibility factor is

wo={ | 1%

Shadow maps have a finite resolution, and sampling ar-
tifacts arise. Shadow contours will follow lexel boundaries,
resulting in disturbing jagged edges, exhibiting a noise pat-
tern at the frequency of shadow map sampling. This high-
frequency noise can be filtered out by a low-pass filter. How-
ever, there is a very important caveat. It is the binary visibil-
ity factor that we want to have filtered, which depends on the
depth values stored in the shadow map strongly non-linearly.
Thus, on a conventional shadow map, only post-filtering —
that is, filtering after point-sampling — can be applied. This
is called percentage closer filtering® >, as the result is the
ratio of shadowing sample points compared to which the
shaded surface point is closer to the lightsource. With just
four sample points, bilinear filtering can be applied, which
is hardware-supported on GPUs. For better quality results,
more samples are needed, but making use of the rexture
gather feature and cache coherence, these techniques are
feasible, robust, and therefore popular in real-time applica-
tions.

In order to make pre-filtering possible, the contents of the
shadow map have to be extended and reinterpreted so that
linear filtering is allowable over it. The idea that allows this
is that of variance shadow maps'. Instead of storing depth
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values (the filtering of which is meaningless in itself), a dis-
tribution of depths is stored in every lexel. Thus, a new ran-
dom variable D is introduced, and the visibility factor is
defined to be the probability Pr(D > ) of D being larger
than depth ¢t of the shadowed point. The distribution is rep-
resented by its first two moments, that is, the mean value M,
(which is, before filtering, identical to the orginal depth) and
the mean squared M. The variance of the distribution can
be obtained from the moments as

o =M, — M3,

Using Chebyshev’s inequality an upper bound, can be ob-
tained for the probability Pr(r > D) of a point at depth 1 be-
ing behind the occluding surface

0.2

Pr(t > D) < pmax(t) = (1 —M)?

“)

when ¢ > M. This has been shown to be a close approxima-
tion for shading surface points in practice. Thus the visibility
can be expressed as

V(@) = { poner

7-%) ifdF—%)>[Z—¥|
0 ifd(Z—%) <|z—%|

A shadow map that contains both moments can be pre-
filtered with conventional texture filtering methods ranging
from mipmapping to separable Gauss filtering. This will
maintain the concept of the texel values representing a distri-
bution of depth values, only over a larger area. During final
rendering, a single texel has to be sampled to compute the
pmax value and obtain a visibility estimate.

2. Previous work
2.1. Ray marching

We can approximate the volumetric rendering equation with
a ray marching method that iteratively evaluates Equation 3.
For every pixel of the final image, a ray is shot from the
eye, sampled at regular intervals, summing the contribution
of individual samples.

Light source

Viewer

S

Figure 1: Ray marching.

The algorithm executes the following steps (Figure 1):




Heisenberger, Szécsi / Shadow map filtering for volumetric phenomena

1. In every pixel it determines the visible surface point and
its reflected radiance.

2. It iterates along the ray from the surface to the camera
making small steps. In a particular sample point on the
ray

o the shadow map is queried for visibility factor v (¥n),
in-scattering term Ljjgh (Yn, @jight) P(Olight, ®) is com-
puted,

e absorbtion factor e~ ™ from the sample point to the
eye is obtained, and

e their product is added to the accumulated radiance.

3. The accumulated radiance is stored in the pixel spear-
headed by the ray.

2.2. Interleaved sampling

T6th and Umenhoffer have proposed an image-space filter-
ing technique using interleaved sampling” 3, which can be
considered a post-processing technique from the point of
view of shadow map sampling. Samples of neighboring pix-
els are reused, allowing for a better overall sampling with
very few samples evaluated for a pixel. However, this tech-
nique blurs the edges of light shafts and it may suffer from
minor artifacts near shaft edges.

3. New algorithms

For shadow maps, pre-filtering techniques, most notably
variance shadow maps, have been used successfully in real-
time applications. They trade expensive shading-time filter-
ing for a relatively cheap pre-processing of the shadow map,
unavoidably losing some information and accuracy.

Classic shadow map filtering techniques like percentage
closer filtering and variance shadow maps are useful to elim-
inate aliasing of the visbility factor in volumetric rendering
just like when shading surfaces. However, in Equation 2, the
visibility term is integrated, effectively realizing a kind of
filtering along the ray. Indeed, the cross-section contours of
light shafts do not show up directly on the final rendered
image, and they are mostly unimportant for visual quality.
However, the integral itself is sampled when performing ray
marching, the effects of which can be very much visible as a
layering pattern percievable in light shafts. Shadow map fil-
tering also alliviates this problem to some extent, as it partly
works as a filtering over the eye ray. However, a filtering
technique that specifically aims to concentrate all process-
ing power for filtering along the ray should perform better.

Our idea is based on applying pre-filtering on the shadow
map that serves the purposes of ray marching. During march-
ing, integration is carried out along rays originating from
the eye. In the shadow map’s image space, these rays all
start from the transformed position of the eye, which may
or may not be within the shadow map. Thus, pre-filtering

Figure 2: Layering artifact due to a large marching step.

along these rays would be accomplished using a radial filter-
ing pass. For ease of discussion, we will refer to a half-line
originating from the eye in the shadow map space as a spoke.
There are a lot of eye rays that map to the same spoke. They
are aligned on one of the planes that contain both the light
source and the eye. When rendering from the eye, such a
spoke plane would be visible as a line on the screen.

4. Radially filtered variance shadow map

As described in the previous section, eye rays are mapped
to spokes in the shadow map, originating from the eye po-
sition transformed into shadow map space. When evaluat-
ing Equation 2 using ray marching, we need to pre-filter
the integrand to reduce sampling artifacts. As integration is
performed over a ray, filtering should also happen over this
domain. Even though we cannot pre-preprocess the shadow
map with respect to one particular eye ray, if we filter along a
spoke then it can be considered a filtering for all rays mapped
to that spoke. This can be accomplished using a radial filter-
ing step on the shadow map, which is an image processing
procedure that can be efficiently perfomed by the graphics
card. A full-viewport quadrilateral has to be rendered to a
render target texture, where pixel shaders sample the input
image according to a one-dimensional filter kernel along the
spoke direction. In order to allow for the pre-filtering of the
shadow map data, we have to use variance shadow maps,
that is, we also need to store the second moments.

During ray marching, we are sampling the shadow map
along the ray with a certain sampling frequency. Accord-
ing to the Shannon-Nyquist sampling theorem*, the sam-
pling frequency must be the double of the highest frequency
component of the sampled signal, in order to avoid aliasing.
Thus, our pre-processing should ideally realize a low-pass
filter cutting oft frequency components above the half of the
sampling frequency of ray marching.

The ray marching algorithm always uses a fixed number
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of samples. According to Equation 2, the integration is per-
formed up to ray length S. However, it would be a waste of
resources to evaluate samples which are not mapped onto the
shadow map, as the incoming light term, and consequently
the contribution of the sample will be zero. Therefore, we
can clip the ray onto the view frustum of the projection
with which the shadow map has been rendered. This can
be done using the Cohen-Sutherland clipping algorithm®,
which must be implemented in the shader that performs ray
marching. Every clipped ray segment maps to a segment of
a spoke. Dividing the spoke length with the number of sam-
ples taken along a ray will therefore yield an upper bound
for the sampling period of ray marching. Knowing this sam-
ple period, we can adjust the kernel size of the pre-filtering
to match the Shannon-Nyquist criterion.

5. Root finding methods

! Light source

Viewer

Scene objects

Figure 3: Shadow entry and exit points.

As a ray travels through space, it may enter and exit the
shadowed volume multiple times, but the complete ray can
always be separated into homogeonously lighted and shad-
owed segments. The information we actually need to ob-
tain from the shadow map is where these segments start
or end, that is, where the ray crosses the shadow volume
boundary (see Figure 3). This means we need to find where
8(Z — X(s)) — |Z— X(s)| changes sign. If 8(Z — X(s)) is pre-
filtered to get 8 (Z — X(s)) as described in the previous sec-
tion, then 8" can be considered a smooth continuous func-
tion, on which root finding methods may work effectively.
This involves specifying a search segment, and then subdiv-
ing it recursively by taking a new sample within the segment.

Shadow depth function

e [\

N,

Figure 4: Subdivision with the regula falsi method.

1f one of the neighboring sample points is lighted and the
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Figure 5: Regula falsi root finding step.

other one is in shadow, we can use the regula falsi root find-
ing method to insert a new sample between them (see Fig-
ure 4 for a depiction of the subdivision process, and Figure 5
for the nomenclature of the subdivision formula). Let us de-
note the difference of the shadowing and the shadowed depth
as

¥(s) = |[E-3(s)| - 8" (F — %())|-

If the two original sample points are X(s) ) and X(s2), the new
sample point is computed as

s os Y(s2)X(s1) +¥(s1)%(s2)
_ Y(s1) +(s2) 3

The subdivision can be repeated until all sample distances
are below a desired quality threshold.

However, we do not only need to find one root, but all
of them. Between two samples which are both shadowed or
lighted, a differently illuminated segment is always possi-
ble. Classic root finding methods are useless here, as a linear
interpolation yields no intersections over the segment. Intu-
itively, there is a higher chance of finding a sample point
with lighting different from that of the endpoints where the
ray is nearer to the surface, that is, where y(s) is smaller.
However, this heuristic fails to recognize that the location of
shadow boundaries is a more important factor. We can guess
if a shadow boundary is nearby if we use variance shadow
maps, and the second moments have also been radially fil-
tered. In this case we can compute tha variance of the shad-
owing depth, which can be used in the Chebyshev inequality
(Equation 4). Thus we obtain an upper bound for the proba-
bility of a point in the neaghborhood of a sampling point be-
ing in shadow. In case of a lighted sample point, this is also
the probability of a shadow boundary being in this neighbor-
hood. For the opposite case, we can exploit the symmetry of
the situation, and extend the definition of pmax to be valid
when (7 — X) < |7 —X].

When subdividing the segment between the sample
points, we can use the pmax probabilities as weights to com-
bine the endpoint so that the new sample will be closer to the
more uncertain endpoint.

Our measurements with recursive root finding algorithms
implemented on the graphics card provided disappointing
results, ranging from no improvement to an outright 50%
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Shadow depth function with uncertainty

Figure 6: Subdivision step for sample points with identical
visibility.

performance loss (see Section 7 for details). Finding a root
typically requires at least three or four texture fetches. With
the ray crossing ten shadow boundaries, that already means
thirty texture fetches, comparable to what would provide
acceptable quality images with stragihtforward ray march-
ing of a filtered map. Thus, with this low initial number of
samples, it is difficult to reduce it further using an adaptive
scheme. What little can be gained is quickly outweighted by
the overhead costs. Recall that straighforward ray marching
is a simple, iterative algorithm. Firstly, managing a recursive
algorithm in a GPU shader adds significant instruction count
and storage needs. Higher storage may mean less threads
running concurrently. Second, samples are taken randomly
instead of reading them linearly along the ray. This is detri-
mental to texture cache coherence.

6. Adaptive marching

Despite the failure of root finding methods to provide a
speedup for ray marching, the idea of the variance shadow
map to be used to predict the local variability of the lighting
can be used for an easy trick. Instead of marching the ray in
uniform steps, we may take larger steps where the shadow
boundary is far and depth has a low variation, and making the
samples denser where the probability of crossing a shadow
boundary is large. Recall that the pmax value obtained from
a variance shadow map was an overestimation for the proba-
bility of a surface point being visible from the light. If we ex-
tend the pmax formula to be valid where the depth is less than
the mean, it overestimates the probability of a surface point
being in shadow. We know that the depth function is stored
in a shadow map, so we can assume, without the loss of ac-
curacy, that the ray can be divided into segments of length
Aspin, within every one of which light source visibility is
constant. We also err on the safe side if we suppose that the
visibility of different segments is statistically independent.
Value 1 — pmax underestimates the probability of a point be-
ing in shadow. The probability of all points being in shadow
over L segments is underestimated by (1 — pmax)L. Symmet-
rically, if 4 < M, the same formula applies for all segments
being visibile. Thus, (1 — pmax)L underestimates the proba-
bility of no visibility change over L segments. If we specify
that this should remain over a parameter R, for the number
of allowed segments we get the formula

logR
log 1= Pmax ’

meaning the step size should be

Koo logR
o min ]Ogl _pmax'

However, function —1/log(1 —x) can be approximated
by a linear formula in range [0.3,0.99] within a 20% error
margin, and for lower pmax values we err on the safe side
again by not allowing the step size to go infinitely large.
Thus, a simplified linear formula for the step size can be
written as

As = pmaxASmin + (1 — Pmax ) ASmax,

where Aspin and Asmay are the chosen minimum and maxi-
mum step sizes. The choice of these parameters should de-
pend on the shadow map resolution, the scene complexity,
and the desired quality, just like sample number N in the
original ray marching algorithm. The number of samples is
not necessarily constant any more, but it remains between
S/Asmax and S/Aspin.

Thus, with a radially filtered variance shadow map, and
very little modification of the ray marching algorithm, it is
possible to decrease the number of required samples signifi-
cantly.

7. Results

We made measurements in two test scenes. The first is
the Buddha scene (Figure 7) with a polygon count of
160K, but a fairly simple shadow pattern with a single
occluding object. The second is the Fan-in-room scene
(Figure 8), where the triangle throughput was not a limiting
factor, but shadow casters had high depth complexity.
Images were rendered in 640 x 480 resolution on an
NVIDIA GeForce GTX 260 graphics card. The algorithm
parameters were tuned to work without observable ar-
tifacts, thus they all rendered visually indistinguishable
images. As the frame rate depends on the position of
the camera, we conducted several experiments. Average
frame rates (frames per second) can be summarized as:

Buddha scene  Fan-in-room scene

Ray marching 99 144
Root finding 48 147
Adaptive steps 162 458

The difference between the performance of ray marching
is due to the different polygon counts of the two scenes, it
is in fact the case that the second scenario required more
ray marching samples. In the Buddha scene, the sampling
algorithm based on root finding heuristics exhibited a dismal
performance, where there were very few shadow boundaries
to find, so the resulting sampling was just a uniform
sampling created in a convoluted way, and the overhead of
the algorithm did not pay off. Ray marching with adaptive
steps, on the other hand, could reduce the required sample
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count, and achieved a speedup of 60%. In the Fan-in-room
scene, the depth pattern was more complex, and the root
finding heuristics could make up for its drawbacks, but it
could still not outperform straighforward ray marching. The
adaptive steps algorithm, on the other hand, could render
three times as many frames in a second as the original ray
marching method, as it could distribute the samples exatly
where they were needed.

Figure 7: Sun rays in the buddha scene.

Figure 8: Light shaft in the fan-in-room scene.

8. Conclusion

Shadow maps, when used for finding the visibility factor in
the radiative transport equation for rendering participating
media, should be filtered differently. Filtering along eye rays
corresponds to a radial blur operation in the shadow map
space, which can be performed over a variance shadow map
in a preprocessing step. Extra information in this map can
then be used to distribute samples more optimally, resulting
in a reduced sample count and increased rendering perfor-
mance. However, the adaptive heuristic of this sample place-
ment must be lightweight enough to match the brute force
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simplicity of the ray marching algorithm and avoid the over-
head that might negate or reverse the gains.

It is left to future work to investigate other shadow
map pre-filtering techniques, for instance minimum-mean-
maximum filtering, that might allow for an even better pre-
diction of shadow boundaries as variance shadow maps. We
also plan to improve the radial processing idea into a method
that eliminates the approximation of the ray marching sum-
mation and discards the filtering approach in favor of an ex-
act, geometric one.
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Abstract

This paper proposes a multi-dimensional adaptive sampling algorithm for rendering applications. Unlike impor-
tance sampling, adaptive sampling does not try to mimic the integrand with analytically integrable and invertible
densities, but approximates the integrand with analytically integrable functions, thus it is more appropriate for
complex integrands, which correspond to difficult lighting conditions and sophisticated BRDF models. We develop
an adaptation scheme that is based on ray-differentials and does not require neighbor finding and complex data
structures in higher dimensions. As a side result of the adaptation criterion, the algorithm also provides error
estimates, which are essential in predictive rendering applications.

1. Introduction

Rendering is mathematically equivalent to the evaluation of
high-dimensional integrals. In order to avoid the curse of
dimensionality, Monte Carlo or quasi-Monte Carlo quadra-
tures are applied, which take discrete samples and approxi-
mate the integral as the weighted sum of the integrand values
in these samples. The challenge of these methods is to find a
sampling strategy that generates a small number of samples
providing an accurate quadrature.

Importance sampling would mimic the integrand with the
density of the samples. However, finding a proper density
function and generating samples with its distribution are
non-trivial tasks. There are two fundamentally different ap-
proaches to generating samples with a probability density.
The inversion method maps uniformly distributed samples
with the inverse of the cumulative probability distribution of
the desired density. However, this requires that the density
is integrable and its integral is analytically invertible. The
integrand of the rendering equation is a product of BRDFs
and cosine factors of multiple reflections, and of the incident
radiance at the end of a path. Due to the imposed require-
ments, importance sampling can take into account only a sin-
gle factor of this product form integral, and even the single
factor is just approximately mimicked except for some very
simple BRDF models. Rejection sampling based techniques,
on the other hand, do not impose such requirements on the
density. However, rejection sampling may ignore many, al-
ready generated samples, which may lead to unpredictable

performance degradation. Rejection sampling inspired many
sampling methods 528 1.20.22.27 We note that in the con-
text of Metropolis sampling there have been proposals to
exploit even the rejected samples having re-weighted them
30.10.07.13 - Hierarchical sampling strategies attack product
form integrands by mimicking just one factor initially, then
improving the sample distribution in the second step either
by making the sampling distribution more proportional to the
integrand 3 28.67.22 or by making the empirical distribution

of the samples closer to the continuous sample distribution
1,20.27

An alternative method of finding samples for integral
quadratures is adaptive sampling that uses the samples to de-
fine an approximation of the integrand, which is then analyt-
ically integrated. Adaptation is guided by the statistical anal-
ysis of the samples in the sub-domains. Should the variance
of the integrand in a sub-domain be high, the sub-domain
is broken down to smaller sub-domains. Adaptive sampling
does not pay attention to the placement of the samples in
the sub-domains. However, placing samples in a sub-domain
without considering the distribution of samples in neighbor-
ing sub-domains will result in very uneven distribution in
higher dimensional spaces. On the other hand, variance cal-
culation needs neighbors finding, which gets also more dif-
ficult in higher dimensions. Thus, adaptive sampling usually
suffers from the curse of dimensionality.

The VEGAS method '8 is an adaptive Monte-Carlo tech-
nique that generates a probability density for importance
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sampling automatically and in a separable form. The reason
of the requirement of separability is that probability densi-
ties are computed from and stored in histogram tables and
s number of 1-dimensional tables need much less storage
space than a single s-dimensional table.

This paper proposes a multi-dimensional adaptive sam-
pling scheme, which:

e works with vector valued functions as well and does not
require the introduction of simple scalar valued impor-
tance unlike in importance sampling algorithms,

e is simple to implement even in higher dimensions,

e has small additional overhead both in terms of storage and
computation, because it does not require complex data
structures or neighborhood searches as other adaptive al-
gorithms,

e provides consistent, deterministic estimates with small
and predictable quadrature error (the term unbiasedness
is not applicable for deterministic sampling algorithms).

2. Previous work

Adaptive sampling: Adaptive sampling uses samples to ap-
proximate the integrand, thus concentrates samples where
the integrand changes significantly. The targeted approxi-
mation is usually piece-wise constant or piece-wise linear
14, Image space adaptive sampling was used even in the first
ray tracer 3!, and has been improved by randomization * and
by the application of information theory tools 2!. Adaptive
sampling methods should decompose the sampling domain,
which is straightforward in 2D but needs special data struc-
tures like the kd-tree in higher dimensions !!.

Ray- and path-differentials: A ray-differential means the
derivative of the contribution of a path with respect to some
variable defining this path. Igehy introduced ray-differentials
with respect to screen-space coordinates 2. Ray-differentials
were used in filtering applications where the differentials de-
fine the footprint of the samples, i.e. the domain the filter.
Suykens > generalized this idea for arbitrary sampling pa-
rameters defining the path. Photon differentials 2* also use
this concept to enhance radiance estimates in photon map-
ping. We note that unlike these techniques, we do not use
path-differentials in this paper for setting up filters, but to
guide the sampling process.

Error estimation in rendering: In predictive rendering we
need not only an estimate of the image, but also error bounds
describing the accuracy of the method 2°. Unfortunately, the
computation of the error of a rendering algorithm is even
more complex than producing the image 2. Error analysis
was proposed in the context of finite-element based radiosity
methods !° 3423, For Monte-Carlo methods, we can use the
statistics of the samples to estimate the variance of the esti-
mator. For deterministic approaches, in theory, the Koksma-
Hlawka inequality could be used. However, due to the in-
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finite variation of the typical integrands in rendering, this
provides useful bounds only in exceptional cases 6.

3. Proposed sampling scheme

For the sake of notational simplicity, let us consider firsta 1D
integral of a possibly vector valued integrand f(r) in the do-
main of [0, 1]. Suppose that the integration domain is decom-
posed to intervals A(”,Am, . ,AW) and one sample point
1) is selected in each of them. The integral is estimated in
the following way:

(H

Figure 1: The error of adaptive sampling is the total area of
triangles of bases A; and heights that are proportional to A;
and to the derivative of integrand f.

Looking at Figure 1, we can conclude that the error of the
integral is the sum of small triangles in between the inte-
grand and its piece-wise constant approximation, which can
be expressed as follows if derivative f’ exists:

We minimize the error with the constraint ¥, AD =1
using the Lagrange multiplier method. The target function
that also includes the constraint is

b
M

A(i))-

/(i) ( (i)

)| ——— =AY AV —1).
L1765 -2 (£a” 1)
Computing the partial derivatives with respect to A% and
making it equal to zero, we obtain:

IF e )aD =a, i=1,2,...M,

thus, the variation in all sub-domains should be equal, i.e.
the sampling scheme should concentrate samples where the
integrand changes quickly.

3.1. Extension to integrands typical in rendering

The integrand of rendering is defined in a high-dimensional
path space, which is transformed to a D-dimensional unit
cube . A point in the unit cube is denoted by u =
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(uy,...,up). The integrand is high-dimensional, can only be
point sampled, but together with point sampling, its deriva-
tive can also be obtained according to the concept of ray-
differentials.

Adaptive sampling should decompose the integration do-
main, i.e. the unit cube to M sub-domains. Sub-domain i has
edge lengths A‘l') .,Ag’ and volume

i) _ AlD) (i)
A =AW Al

Each sub-domain contains a single sample u') from which
the integral is estimated as:

/F(u)du ~ Z F(u (3)

In order to find the error of this multi-dimensional integral,
we approximate the integrand by the first-order Taylor series
in each sub-domain:

@)
aud (ud “d )

get:

/F(u)du—fF 1AW "UZZ
A =1

“
We minimize this error by finding the sub-domain sizes

AEI') satisfying the constraints that sub-domains are disjunct
and their union is the original unit cube.

If sub-domain A" is subdivided along axis d, the error is
reduced proportionally by

W _ [F@) | @ )
& = |5ur |2d A"

To maximize the error reduction, that sub-domain and di-
mension should be selected for subdivision where this prod-
uct is maximum. As each sub-domain stores a single sample,
the reduced error can also be assigned to the samples. Sam-
ples are generated one-by-one. When we are at sample u;,
the integrand as well its partial derivatives are computed, and
each sample is given the vector of possible error reductions:

0 [ef...el)].

The maximum error reduction with respect to all samples
and dimensions tells us which sub-domain should be subdi-
vided and also specifies the axis of the subdivision. The sub-
domain is subdivided generating new samples in the neigh-
borhood of the sample associated with the subdivided cell.

3.2. Sample generation and sub-domain subdivision

In order to explore the integration domain and establish the
subdivision scheme, we take a low-discrepancy series '¢-9.

We work with the Halton series, but other low discrepancy
series, such as the Sobol series or (7,m,s)-nets with 1 = 0
could be used as well 13, For the 1D Halton sequence in base
B, the elemental interval property means that the sequence
will visit all intervals of length [kB~X, (k + 1)B~F) before
putting a new point in an interval already visited. As the se-
quence is generated, the algorithm produces a single point in
each interval of length B!, then in each interval of length
B2, etc.

For a D-dimensional sequence of relative prime bases

By,...,Bp, this property means that the sequence will insert
a sample in each cell
B, (K + 1)BTRY) . x kB (kp +1)B)

before placing a second sample in any of these cells. The
elemental interval property thus implicitly defines an auto-
matically refined sub-domain structure, which can also be
exploited in adaptive sampling.

If we decide to subdivide the sub-domain of sample i
along coordinate axis d, then the following new samples
must be generated:

D D
i+ B85, i+2[1B%, ...
d=1 d=1

D
(Ba—1) T B5-
d=1

& pl® | p|®
I > B B

1 1 1 1

7N SN /N
< 12 N2 AA
B 2!:' 135 1352 4

. R=1 R=1 ||R=2

Bases: B,=2, B,=3 R=1 Ry=1 || R,=0

Figure 2: Evolution of samples and their corresponding sub-
domains in 2D with a Halton sequence of bases By = 2 and
By =3.

In Figure 2 we show the evolution of the cell structure in
2D as new samples are introduced. First, we have a single
sample j = 1 in a cell of volume 1 (Ry = 0,R, = 0). Then,
thls cell is subdivided along the first axis where the basis is

= 2, generating a new sample j — 1 + B*R‘Bo =I[2]
Slmultaneously the size of the cell is reduced to half (R ji =

subd1v1ded again, but now a]ong the second axis. Thls hap-
pens by producing new samples j =1+ B Ry By R — 3 and
j=1+ ZB_R‘B“R“ — 5, with cell sizes as (R} = 1.Ry = 1).
Finally the cell of sample j = 2 is subdivided into two parts.

The sampling process can be visualized as a tree (Fig-
ure 2) where upper level nodes are the subdivided sub-
domains, and leaves are the cells containing exactly one
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sample. The number of children of a node equals to the cor-
responding the prime basis number of the Halton sequence.
Although only leaves are relevant for the approximation, it
is worth maintaining the complete tree structure since it also
helps to find that leaf which should be subdivided to reduce
the error most effectively. In upper level nodes, we maintain
the maximum error of its children.

The generation of a new sample is the traversal of this tree.
When traversing a node, we continue descending into the di-
rection of the child with maximum error. When we arrive at
a leaf, the dimension which reduces the error the most is sub-
divided and the leaf becomes a node with children including
the original sample and the new samples. While ascending
on the tree, the maximum error of the new nodes are propa-
gated.

The recursive function implementing this scheme gets a
node c. Calling this function with the root node, it generates
a new sample that reduces the integration error the most, and
updates the complete tree as well:

Process(c)
if (c is a leaf)
i = sample id of this leaf
(R1..... Rp) = subdivision levels of this node
(€15 o5 €p) = errors of this node
Find the dimension d of the highest error €4
for k = 1to By —1do
Generate sample with id j = i + k[T2_, B3
Compute F'(u;) and the partial derivatives
Add sample j as child to node ¢
endfor
Update subdivision levels in sample i
Update error in sample i
Add sample i as child to node ¢
€l = maximum error of the children
else
Find the child node ¢, With maximum error
Find the second largest error €¢econd
£ = max( Process(Cirgt)s €second )
endif
return ()
end

This algorithm works in arbitrary dimensions. In order to
use the method, first we have to map the integration problem
to the unit cube, and have to establish the formulae for com-
puting the derivatives. This seems complicated, but in fact, it
is quite simple. When we have the program of evaluating the
integrand, the derivatives can be obtained by simply deriv-
ing the program code. In the following section, we discuss a
simple application of the method for environment mapping.

3.3. Robustness issues

So far we assumed that the derivative exists and is an ap-
propriate measure for the change of the function in a sub-
domain. This is untrue where the function has a discontinuity
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or when the sub-domain is large. From another point of view,
a consistent estimator should decompose a sub-domain even
if the derivative is zero at the examined sample when the
number of samples goes to infinity. To obtain this behav-
ior, a positive constant is added to the derivative before the
error is computed. This constant is reduced as size of the
sub-domain gets smaller, corresponding to the fact that for
smaller sub-domains the derivative becomes a more reliable
measure of the change of a function.

Note also that the derivative does not exist where the in-
tegrand is discontinuous. This is typically the case when the
integrand includes the visibility factor. Ignoring the visibil-
ity factor in the derivative computation, we can still apply
the method since we use the derivatives only to decide the
“optimal” decomposition of the integration domain, and not
directly for the estimation of the integral. If the decomposi-
tion is not “optimal” due to the ignored factors, the method
will still converge to the real value as more samples are in-
troduced, but the convergence will be slower. In theory, it
would be possible to replace the product of the derivative by
more general estimates of the integration error, but they also
have added cost.

The proposed method uses the Halton sequence which
can fill D-dimensional spaces uniformly with O(log? N/N)
discrepancy. However, we cannot claim that our method re-
mains similarly stable in very high dimensions. The problem
is the index generation needed to find additional samples in
the neighborhood of a given sample, can result in fast grow-
ing sequences '3. So we propose application fields where the
dimension of the integration domain is moderate.

4. Application to environment mapping

Environment mapping ® computes the reflected radiance of
point X as

ER ) = / L™ (@) £, (&, %, @) cos 0v(%, &)o',
Q

where Q is the set of all directions, L™ (@) is the radiance
of the environment map at illumination direction o', f, is
the BRDF, 9"? is the angle between the illumination direc-
tion and the surface normal at shaded point ¥, and v(x,®’)
is the indicator function checking whether no virtual object
is seen from X at direction @', so environment lighting can
take effect. We suppose that the BRDF and the environment
lighting are available in analytic forms.

In order to transform the integration domain, i.e. the set
of illumination directions, to a unit square u;,u> € [0,1],
we find a parametrization @’ (i1, u>). We shall consider dif-
ferent options for this parametrization, including a global
parametrization that is independent of the surface normal of
the shaded point, and BRDF based parametrizations where
the Jacobi determinant of the mapping compensates the vari-
ation of the BRDF and the cosine factor.




Szécsi, Szirmay-Kalos, Kurt / Adaptive Sampling with Error Control

The integral of the reflected radiance can also be evaluated
in parameter space:

11
L(.?,G))://Lem'(a)'(ul,uz))R(ul,uz)v(.i?,(]')'(ul,uz))dulduz.
00

where

” o 0w
R(u1 ,112) = f,(m/(ul ,llz),x, (D) Ccos eg(u] ,ug)m
is the reflection factor defined by the product of the BRDF,
the cosine of the angle between the surface normal and the
incident direction, and also the Jacobi determinant of the
parametrization.

The derivatives of the integrand F = L*" - R -v of environ-
ment mapping are (d = 1,2):
OF L™, e dR

= Rv+L .
aud alld v ale

Thus, we need to evaluate the derivative of the reflection fac-
tor and of environment lighting. The derivative computation
is presented in the appendix. The visibility factor is piece-
wise constant, so its derivative would be zero.

5. Results

The environment mapping algorithm has been implemented
using the Direct3D 9 framework and run on an nVidia
GeForce 8800 GFX GPU.

In environment mapping, adaptive sampling generates
points in a unit square according to the product form inte-
grand

S g w
L™(@ (uy, @ ¥, ®) cos 0% .
(0 (1, u2)) fr(& (w1, u2), X, ©) -*(L"’”z)aulauz
that includes the environment illumination, the cosine
weighted BRDF and the Jacobi determinant of the mapping.

Figure 3: Samples generated with BRDF parametrization
displayed over the transformed integrand which simplifies to
L™(@ (1, 12)).

In Figure 3 we depicted the samples assigned to a sin-
gle shaded point. Samples and the transformed integrand are
shown in parameter space. Note that the proposed adaptive
sampling scheme places samples at regions where the illu-
mination changes quickly and also takes care of the stratifi-
cation of the samples.

In Figure 4 we compare the adaptive sampling
scheme involving global parametrization and diffuse BRDF
parametrization to classical BRDF sampling. The proposed
adaptive scheme has significantly reduced the noise. BRDF
parametrization is better than global parametrization as it au-
tomatically ignores that part of the integration domain where
the cosine term would be zero.

Finally in the bottom row of Figure 4 we demonstrate
the adaptive sampling approach in specular surface render-
ing. This figure compares classical BRDF sampling, adap-
tive sampling with global parametrization, and adaptive sam-
pling with Phong parametrization.

6. Conclusions

This paper proposed an adaptive sampling scheme based on
the elemental interval property of low-discrepancy series and
the derivatives of the integrand at the samples. The deriva-
tives provide additional information to the sampling process,
which can place samples where they are really needed. The
low-discrepancy series not only distributes samples globally,
but it also helps refining the sample structure locally without
neighborhood searches.

Having generated the samples and evaluated the integral,
we have all information needed to evaluate equation (4),
which provides error bounds for the estimate. Such bounds
are badly needed in predictive rendering applications.
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Appendix: Derivative computation
6.1. Global parametrization

In the case of global parametrization the unit square is mapped to
the set of directions independently of the local orientation of the
surface. The incident direction is obtained in spherical coordinates
¢ = 2mu;, © = mus. which are converted to Cartesian coordinates of
the system defined by basis vectors 7. jI

O (1).u7) =

icos(2muy) sin(mus ) + fsin(Znul )sin(muy) + Iécos(nug).
The derivatives of the incident direction are as follows:
e[}

. —2n?sin(27tul)sin(1mg) + 21tfcos(27tul ) sin(muy ).
i

W 3 5
;b T sin(27uy ) cos(mua )+ j cos(2mu ) cos (s ) — Tk sin(Tuy ).

uz
(5)
The Jacobi determinant of the global parametrization is

oo

o Y .
=271 sin@ = 272 sin(Tus ).
o) duy
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BRDF sampling

Adaptive sampling
global parametrization

Adaptive sampling
BRDF parametrization

Figure 4: Diffuse objects (upper and middle row) and specular objects (bottom row) rendered with BRDF sampling, adaptive
sampling with global parametrization, and adaptive sampling with diffuse BRDF parametrization.

6.2. Diffuse BRDF parametrization

We can also use the parametrization developed for BRDF sam-
pling. The illumination direction is generated in the rangent space
of shaded point X. defined by surface normal X/;, tangent Ty and bi-
normal By, and it should mimic the cosine distribution:

o = f‘.:cos(lmu ) u2 + E;sinumu )\ u2 +N;\/ 1 —us.
The derivatives are:

elog

E = —2nTesin(2mu) ) /uz + 21Bg cos(2muy ) \/uz .
)

0w 7 cos(2muy) - sin(2mu;) R 1
ou> Y2/ 2w *2/T—uw

The Jacobi determinant compensates the cosine term:

(6)

0w T T

uidur  cosOy A
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6.3. Specular BRDF parametrization

In case of a Phong BRDF, the direction is generated in reflection
space defined by the reflection direction

d), = ZN;(N; 6)) -

and two other orthonormal vectors 7 and B, that are perpendicular
to ®,. The mapping should follow the (@, - )" function:

@ (11, u2) = Trcos(2muy )\ 1 — (1 —up) it +
<o 5 % = 1
Brsin(2muy )\/ 1 — (1 —u2) 11 + @p(1 — up) i1,

The derivatives are obtained as:
00’

. 2
a—“‘ = =2l sin(2muy)\/ 1 — (1 —up)nit +

218, cos (27 )m
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n—1
ad)/ > u nil
= T, cos(2muy) 2

+

Buy (n+|)\/]—(1—ug)ﬁ
n—1
nil
2 v - ]
Bysin(2muy) 12 — )

Cnt (1 —)aln
(7

2
(n+ 1)/ 1= (1 —up)ari

The Jacobi determinant of the mapping is
o 2n B 2n
dnduy  (n+ 1)@ &) (nt1)(1—up)a1

6.4. Derivatives of the reflection factor

The reflection factor includes the Jacobi determinant of the map-
ping, so it must be discussed taking into account the parametriza-
tion. If we use diffuse BRDF parametrization for a diffuse surface,
the Jacobi determinant will compensate the cosine term, making the
reflection factor constant, and consequently its derivative equal to
zero. Similarly, the specular BRDF parametrization of a specular
surface also results in a zero derivative. For more complex BRDFs
that have no exact importance sampling, we can still use BRDF
parametrization of a similar BRDF, for example, that of the diffuse
or the Phong solutions. Of course. their Jacobi determinants will not
fully eliminate the BRDF and the cosine term, so we have some
non-constant function that needs to be derived.

Let us now consider global parametrization, where the Jacobi de-
terminant is 27t sin 7y . If the material is diffuse with diffuse reflec-
tivity kgif, and the surface normal at the shaded point X is Ng, the
partial derivatives of the reflection factor including the BRDF, the
cosine term, and the Jacobi determinant, are (d = 1.,2):

OR
aul

N

5[0}
= 22 kgis (W w;) sin(mua ).

Y
R = 21k ((3% ~N;) sin(mu) + m(@' -N;)cos(nu:)) .

if @ - Ny > 0 and zero otherwise. The derivative of the incident
direction is given in equation (5).

The derivatives can also be computed for specular BRDFs, for
example, for the Phong BRDF:

R= 271:2k§p.¢c (@ @, )" sin(mu,)

where kgpec is the specular reflectivity. Applying the rules of deriva-
tion systematically, we get:

OR i e yn=1 00 N\ .
o = 2 nkgpec (@' - @) 1 (a_ul.m,) sin(mus).
OR i s s o) o\ .
S = 2 nkpec (& )" . (é;; -m,-) sin(mua )+

2 kpec (@ - )" cos(muz).

6.5. Derivatives of the environment lighting

The environment lighting may be defined analytically or by a texture
map.

6.5.1. Simple sky illumination

For example, a sky illumination with the Sun at direction g can
be expressed as

Len\’(a)l) = Lsky + Lsun(a)l - Ogun )s

where Ly and Lgun are the sky and sun radiances, respectively, and s
is the exponent describing the directional fall-off of the sun radiance.
With this environment radiance, the derivatives of the environment
lighting are (d = 1.2):
a Lenv
au,,

Lo e (00
= SLsun ((1)’ - @qun)* ! (3;‘ *Wsun | -
d

6.5.2. Texture based environment lighting

If the environment lighting is defined by a texture map, we first
project it into a spherical harmonics basis:

L™ (@) = ¥ LY (cos8)+
1

—~ 1
Z Z Lf,':l"Y,”‘(cosG.sin(—mcb))JrZZ i Y]" (cos 0. cos(mg)).

I m=—1 I m=l

where ¥/ are the spherical harmonics basis functions.

Global spherical angles ¢ and 6 can be expressed as

cos0 =z, cos= sing =

b 4
VI=22' [
where x.y. z are the components of the incident direction vector

O (ug.u2) = (x(ur,u2),y(ur, u2),z(ur. u2)).

The derivatives of the environment requires the derivatives of the
spherical basis functions. In practice the number of bands [ is quite
small, thus it is worth pre-computing these basis functions in alge-
braic form by hand.

The first 9 spherical basis functions are obtained as:

Yy = 0.282095
Y, = 0.488603y
Yy = 0.488603z
Y] = 0.488603x
Y, 2 = 1.092548xy ‘
Y, = 1.092548yz 1
0~ 0.315392(32 —1) |
Yy = 1.092548xz
Yi = 0.546274(x* —y?) !

The derivatives with respect to uy (d = 1.2) of the basis functions
can be obtained by a direct derivation of the formulae:

o,

dug ‘
oy ! )
1L = 0.4886033‘—'
dug iy
oy’

1 = 0.488603—ai
duy dug
aY,' ox
—L = 0.488603—
Jug dug

53




Szécsi, Szirmay-Kalos, Kurt / Adaptive Sampling with Error Control

a9y, - ox ox )
= 1.092548 ( —y+x—
iy (au,, p® iy
BYZ_' dy dz
= 1.092548 Z .
duy (aud v duy )
() -
3& = 0.315392 (62%)
g d
oy, ( X Jz )
—= = 1.092548 | — —
g B B
2
M _ su6274 ( L i)
al.l,i d Bud
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Construction of circular splats on analytic surfaces
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Abstract

In this paper we present a construction method of “circular” surface pieces - called surface splats — approximat-
ing a given surface locally. The necessary data are curvature values at specified points of the surface, which are
computed from the describing vector function. Surface splats have been developed for reducing data structures in
discrete surface representations. This presented algorithm can be applied also to triangle meshes or point clouds
using estimated curvatures and principal directions of the approximated surface.

Categories and Subject Descriptors (according to ACM CCS): 1.3.5 [Computer Graphics]: Surface representations,

Geometric algorithms

1. Introduction

- Surface splats have been constructed in different applica-
- tions working with triangle meshes or point clouds. They

- first appeared in rendering processes. Splats were defined as

~ piecewise linear surface primitives of elliptic shape aligned
~ to the principal curvature directions of the surface repre-
- sented by a triangle mesh. Several mesh decimation algo-
- rithms have been developed by replacing a region with a
- proper local approximating splat. In point-based surface rep-
~ resentations the piecewise linear geometry of surface splats
- provide effective resampling strategies. A detailed survey of
- such methods is given in 2. Local approximating quadrics
~ have been constructed and used for mesh simplification in !.
The necessary geometrical information is the same as here,
- and error analysis have been made on “synthetic” meshes
- generated by triangulating analytic surfaces.

In our investigation the curvatures are computed from the
- parameter vector equations of the sample surfaces. Applying
~ the developed numerical methods to triangle meshes for the
~ estimation of normal and principal curvatures (3, 4, %), the
~ input data of the presented construction can be obtained from
-~ discrete surface representations.

- 2. Computation of a circular surface splat

We assume that the surface is represented by the vector func-
- tion r(u,v), (u,v) € [ug,uz] x [vq,vz], which is twice con-
~ tinuously differentiable allowing the computation of normal

and principal curvatures. Let P be a specified point on the
surface with the position vector r(up,vp) and x; < %, the
principal curvatures (excluding the umbilical points). The
corresponding curvature radii are the reciprocal values of
non-zero curvatures and are denoted by p; and p3, respec-
tively. The principal directions are perpendicular to each
other, and they determine with the surface normal the two
normal planes, in which the osculating circles to the normal
sections with the largest radius p; and the smallest radius
p2, respectively, are lying. The circular surface splat will be
constructed around the point P in the local coordinate sys-
tem ey, ez, e3 = m, where ey is the principal direction vector
of k1, ey is the principal direction vector of k; and m is the
surface normal vector, i.e. the unit vector of ry x ry at the
parameter values (up,vp) (Figure 1).

The dimensions of the constructed splat are determined by
a given arc length s, measured along the osculating circles
of radii py and py. The corresponding central half angles in
these circles are denoted by o and P, respectively. If one of
the principal curvatures is zero, consequently the osculating
circle does not exists,then the given arc length s will be mea-
sured along the tangent line in the corresponding principal
direction.

In Figure 1 the osculating circles in the normal sections
determined by the two principal directions are shown. In the
first principal direction the normal curvature i is negative,
in the second «; is positive. This is the case in a surface point
of hyperbolic type.
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Figure 1: Osculating circles in the principal normal sections
and the arbitrary points Q; and Q2 on the arcs which are
generating points of the surface splat.

The position vector of the point Q; in the local basis
{P, ej, ey, m} is, when x; <0

PQ, = p;sinde; + (—p; +pjcosd)es, 0 < B < a.
The position vector of Q; is in the case, when k>0

PQ; = p2 Siﬂ(ﬁg)ez +(p2 —p2 COS(ﬁg‘)es‘ 0<d<o.

As the two arc lengths are equal, oo = s/p; and B = s/p3.
The parameter of the points Q; and Q3 is 9. The point Q2
on the seeond arc is determined by the parameter O/ (de-
noted byd™ in Figure 1). If x; or x; is zero, then the straight
line segment of the length s is computed on the correspond-
ing tangent line, i.e. in the direction e; or e, respectively,

instead of the circular arcs.

The required surface splat is generated by rotating the
point Q; around the surface normal of the direction vector
e3 = m, while correcting its third component in such a way
that at the rotational angle ¢ = m/2 it becomes equal to the
third component of the point Q. This rotation and distortion
is written in the following vector equation of the generated
surface splat

q(0.9) = p+pisindcospe; +p2 sin(ﬂg)sin(peﬁ

((—pl +p1cos ) cos? @+ (p2 — p2 cos(t}g)sin2 (p) es,
0<d<o0,0<@<2m

In this equation the surface point P is assumed to be of hy-
perbolic type. In the case of an elliptic point the third coor-
dinate of the point Q has to be computed similarly as that
of the point Q;. In Figure 2 the boundary curve of a circular
splat at a hyperbolic point is shown.
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Figure 2: The boundary curve of the generated circular
splat and the arcs of the two osculating circles in the princi-
pal sections.

3. Examples

In Figure 3 and in Figure 4 series of constructed circular sur-
face splats are shown. The given arc length s is one quarter
of the radius of the cylinder and the radius of the meridian
circle of the torus, respectively. The points of the cylinder
are of parabolic type, i.e. one of the principal curvatures is
zero, the corresponding principal direction is that of the gen-
erating lines. The points on the outer torus are of elliptic and
on the inner torus are of hyperbolic type, respectively.

On the boundaries of the splats series of points are shown,
which have been computed for the purpose of error analysis.
These are on the actual surface the projections of the end
points of the osculating circle arcs in normal sections. The
central angles of the circular arcs have been computed from
the given arc length s (this is the "radius” of the constructed
splat) and the reciprocal values of the corresponding normal
curvatures, i.e. the curvature radii. The end points are deter-
mined by these central angles, then are "projected" onto the
surface by finding their minimal distances to the surface. In
this way a circular patch has been generated around each se-
lected surface point. In the figures these patches are shown
with 72 surface points generated in 72 normal sections.

The approximation error of the circular splat has been
computed in the normal sections by the distance of the cor-
responding splat point and surface point. The analysis has
shown that the absolute error is between 10~% and 21073
when the radius of the cylinder or the torus is 10 and the splat
radius is 10/3. The error is the largest in the direction of the
largest principal curvature. The error reduces with smaller
splat radius, and it is within the approximation error bound
of the osculating circles of the normal sections to the surface.




Figure 3: Surface splats on the cylinder.

Figure 4: Surface splats on the torus.

The computations and the figures have been made with
~ the symbolical algebraic program package Mathematica .
In Figure 3, 4 the colors of the surfaces and the splats are
partially inverted, because the difference between the two
surfaces is within the numerical tolerance value of the visi-
 bility algorithm.

Szilvasi / Surface splats

4. Conclusions

We have shown an algorithm for computing a circular sur-
face splat around a specified point of a surface represented
by a parametric vector function. The input data of the com-
putation are a given arc length (the “radius” of the splat) and
the principal curvatures of the surface at a given point. The
constructed surface splat can be used for replacing a circu-
lar neighborhood of the surface around the common center
point. The error analysis has shown that the constructed splat
approximates the surface within the same error tolerance as
the osculating circles in the corresponding normal sections.
Several methods have been developed for getting the curva-
ture information from discrete surface representations, that
are the input data of the presented construction. Therefore,
our algorithm can be applied also to surfaces represented by
triangle meshes.
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Abstract

We provide explicit formulas to interpolate a given sequence (array) of data points by cyclic curves (surfaces) with
uniform parametrization. We also derive a closed formula for the area enclosed by plane cyclic curves. Moreover,
we formulate a conjecture on the parametrization of interpolating cyclic plane curves of minimal area.

Categories and Subject Descriptors (according to ACM CCS): 1.3.5 [Computer Graphics]: Computational Geometry

and Object Modeling

1. Introduction

Nowadays, in CAGD curves are described by means of the
combination of points and functions in the form

{ g:la,b] —R% 5>2,
g(u) =YL oFj(u)d,

where points are d; called control points and functions F; (u)

are blending functions. In applications, however we often

know only points through which the curve to be designed has

to pass through. This problem can be formulated as follows.
i ; & g

Consider a sequence of points p; € R° (i=0,1,...,m)

called data points, and associated parameter values

(D

a<ug<u <...<um<b.

Hereafter, we will refer to the sequence
{(ur,P) ¥ € M ([a,b] x RY)
as nodes. The task is to find control points d; € R3,
(j=0,1,...,m) for which the interpolating conditions
g(u))=p; (i=0,1,...,m)

hold. This problem is equivalent with the solution of the lin-
ear system

Fo(up)  Fi(uo) -+ Fu(uo) do Po

Fo(uy) Fi(uw) - Fa(u) d P

Fy (Um) R (llm) 253 .Fm (Mm) ;lm ii)nl
)

58

that always has a unique solution provided that functions
{F j}7=0 are linearly independent, i.e., the system {F;}""

Jj=0
is a basis of a vector space of functions.

Specification of data points p; is intuitive and an easy to
use tool for a designer. Parameter values u;, however have no
direct geometric meaning, although they have a significant
influence on the shape of the interpolating curve. In ! one can
find various methods for the specification of these values.

In this paper we show some characteristics of interpolat-
ing cyclic curves, which is a curve description method of
type (1) and has recently been introduced.

2. Preliminaries

The authors of ? introduced a new method for closed curve
and surface modeling. The method is based on the cyclic
basis

2n

{C,-_,, (u) = ;—: (1+cos (u+ikg))", u € [,u,,u+21t]}
I
3)
of the vector space

Vi = (1,cos(u).sin(u),. .. cos(nu),sin(nu))

of trigonometric polynomials of degree at most n > 1, where

A = _ﬁ, . 1 € R is arbitrarily fixed, and the normalizing
constant

2211
(2n+1) (2")

n

Cn =
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fulfills the recursion

(58]

€] = 3>
Cn =m0 2 2
n= Zpi1bn—1:M" = 4

By means of these basis functions, we can define the
cyclic curve.

Definition 1 (Cyclic curve) The curve

2n
an(u) =Y Cin(u)d;, u € [-2m,0], )
i=0
is called cyclic curve of degree n > 1 that is uniquely deter-
mined by its control polygon

D" - [d()wdh- . '7d2ﬂ] - [dl];lio € M],?—Hﬁfl (Rs) ) 5 Z 27
and basis functions (3).

This type of curves possesses the following advantageous
properties:

e singularity free parametrization (the curve is of C> con-
tinuity at all regular points and at singular points non-
vanishing left and right derivatives exist);

e convex hull property;

e cyclic symmetry (the shape of the curve does not change
when its control points are cyclically permuted);

e closure for the affine transformation of their control
points;

e pseudo local controllability;

e variation diminishing;

o an efficient closed formula for the degree elevation from
n to n+r,r > 1 which results in a sequence of control
polygons that converge to the cyclic curve.

Definition 2 (Cyclic surface) The surface

2n 2m

Snm (u,v) = Z Z dijCi.n (u) Cim v, (5
i=0 j=0

(u,v) € [-27,0] x [~27,0], 6)

is called cyclic surface of degree (n,m) (n > 1, m > 1) that
is uniquely determined by its control net

Dn,m o [d”} 2n.2m

i~0.j—0 € Man+12mi1 (R3)
and basis functions C; , («) and C;  (v) defined by (3).

With the exception of variation diminishing property, all
advantageous properties of the cyclic curves are inherited by
the cyclic surfaces.

Paper * has specified control point configurations that re-
sult an exact description of those closed curves and surfaces
the coordinate functions of which are (separable) trigono-
metric polynomials of finite degree. The main theoretical
results of the cited article, that we will use in the subse-
quent sections, are the lemmas and theorems formulated be-
low. Moreover, in * it has also been shown that higher order
(mixed partial) derivatives of cyclic curves/surfaces are also

cyclic curves/surfaces, and we have described the connec-
tion between the cyclic and Fourier bases of the vector space
of trigonometric polynomials of finite degree.

A wide range of closed curves (like ellipses (circles), epi-
and hypocycloids, Lissajous curves, torus knots, foliums,
etc.) can be described in the form

a I gy
{x.[ 2m,0] — R®, §> 2, -

x(u) =] xi(u) xp(u)

xg (u) ]T,

where

x(u) = xy <“v{(a;""ﬁ}pep,’{(Bz’(pé)}%@)

Z (xlp cos (pu +\4!§,) = Z Bf, sin (qu + (pf,) .
peEP, qeQ;

(8)
(1=1,2,...,8) and P,,Q; C N, o, Bl ., @l € R. Article *
gave control point configurations that exactly describe such

kind of closed parametric curves. All results on the class of
curves (7) are based on the next lemma.

Il

Lemma 1 (Core property of class (7)) Consider the closed
curve (7) and let

n > Ny = max {e‘ ec Uf’:l (PUQ)) }

Introduce the control points

di=[ x1 (=) 2 (—ik) x5 (=ika) |7 )

(1==0,L1,...,2n),
and the cyclic curve

2n

a, (u) = ;)Ci.n (u)d;

=[ai(w) ax(u) - ags(u) ]T, u € [—2m,0]

defined by these control points. In this case the /th (I =
1,2....,0) coordinate function of a, can be expressed as

aw) =y (Zpen () cos (put vi)

’; Z‘IEQ! Bﬁl (nz—th) sin (qll =t (pil)) .

Vice versa, if the coordinate functions of a cyclic curve are
of the form (10), then its control points are exactly the points
).

(10)

The direct application of Lemma 1 provides a ready to use
tool for the control point based exact description of curves
(7) by means of cyclic curves. The method is formulated in
the next theorem.

Theorem 1 (Exact description of curve class (7)) Consider
the closed curve

X)=[ %W @ - T ]
u€e [-2m0],
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the coordinate functions of which are

xu) = Ypep otp cos (pu + \|J1,,)

+Xie0; qum (qu+q)q) (= 15245055 0) 5

N (1)
where P, Q; C Nand &‘,,B{,,\Tt‘,,@fl € R. Let

W 2 i = max{e‘ eE U,azl (PIUQ,)}

and r € N. If we set constants that are in the representation
of curve x in Lemma 1 as

(2
(n——p)

I ) d
Bq(n) = ( n )(I Bq (pq(") =05+
n—q
then for all n > ny;, the cyclic curve generated by control
points (9) describes exactly the rth order derivative of the
curve X, i.e., the /th coordinate function of Cyclic curve ap
fulfills the cquality

dl’ Zpocpcos(pu—i-%—l—%)

PEP,
rn
+ Z q qum (qu+(pq )
q€Q
Yu € [-2m,0],(l=1,2,...,9)

a‘,(n): pocp,\llf,n)—\v;,nt— pEP, (12)

rn
5:9€Q, (3

Paper * also proposed control point configurations for the
exact description of a class of closed surfaces (such as sur-
faces of revolution obtained by rotating a curve of type (7)
about an axis and the Roman surface of Steiner) by means
of cyclic surfaces.

3 lilterpolating cyclic curves

Certainly, interpolation with cyclic curves is also possi-
ble by means of the solution of the system (2), with
settings m = 2n and Fj(u) = Cj,(u), u € [uu+2m|,
(j=0,1,...,2n). However, if the parameter values {ui},.zio
are equally/uniformly spaced within the interval [y, u+ 27|
there is no need for any numerical method for the solution
of the system, since we can provide an explicit formula for
the unknown control points d;, (j = 0,1,...,2n). In order to
do this, at first we show a property of the control points of
cyclic curves. Its proof is based on trigonometric identities

. cos(o+ B) ;cos(a— B), (14)
cosasinB = suip-+ o) ;sm(ﬁ—a)’ (15)
and
n o (nDa no
Zcos((eria):sm 2 COS((P+ ) (16)
i=0 sin i
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(From hereon, a number in parenthesis above the equality
sign indicates that we apply the corresponding trigonometric
identity.)

Theorem 2 Control points d; of cyclic curve (4) are on the
curve

%n: [—2m,0) — R,

Bl = FLT):%Eod

e Zig Locos (n—Kpu-+ 2574 ) o

at equally spaced parameter values, i.e.,

_ [ 2n .
d; =% (_211]-{—1)' (j=0,1,...,2n).

Proof 1 Points of the curve X, (1) at parameter values

2jn

tlj:—2n+l,(j:(),l,...,2n)
can be written in the form
1 )Zfd'
W+1 5
2n n— .
2n+llz:3k2°°g(" k( 25T| 73?1))"’

1 1 - 2n
= — d;i+——d;
2n+1 J+2n+]’.:02 '+2n+l J

2n  n—1 . i
+ = cos ((n—k) (—ﬁn—+ o ))d,
2n+1 =07 k=0 2n+1  2n+1

%
=d; d;
2 +1i:0.i9£j
2 & el ( 2jm 2in
+ cos [ (n—k) (— + >)d,
2n+l’.:0.l.#jk=0 2n+1  2n+1
2n
% 2"+1i:§#j !
2n n—1 o 3 TN
+221 Z Zcos(zn(’ _/)n+2k(1 l)n>d,-
n+ =015 k=0 2n+1 2n+1
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1 2n

16
S+ +1 i:év‘.#jdi
2 (o ()
I+1 8 sin %;:_)1" d;
14 1 v
St i:Oz.t;#fdi
. | 2n —sin%ﬂ%in(“(/’“i))d
n+1, o3y sin i |
i 2n 1 .
=4t i::;_,. Sl i:OZ.i#idi
—d;.

Finally, the combined use of Theorems | and 2 gives a
method to interpolate a given set of data points by a cyclic
curve with uniform parametrization as follows.

Corollary 1 (Uniform curve interpolation) For given
nodes

; 2n
B N 5
{(uj o 2n+ 1 7p_]) }j:() e M]‘ZIH—I ([ 27‘:70] X R ) )

the closed trigonometric curve

%n @ [—27m,0] — R®

X () = e Liopit
I -1 L 2n—k)i
s Limo Lh—g €08 ((” —k)u+ —(H) pi

a7
fulfills the interpolating conditions

%no (1) =pjs (J=0,1,...,2n).
By means of Theorem | we know that the curve
R
=0 2n—k)i
pres M EZZ; o cos ((” —kju+ (;thl)m) pi

contains the control points of the cyclic representation of the
trigonometric curve (17), i.e., the pending control points of
the cyclic interpolating curve are

dj =xu(u;), (j=0,1,...,2n).
This type of interpolation is illustrated in Figure 1.

Remark 1 (Uniform surface interpolation) Based on The-
orem 14 of article *, Corollary | can easily be extended to
cyclic surfaces (5) that must interpolate a net of data points
associated with a uniform in the parameter domain.

Figure 2 illustrates a (1,2) degree interpolating surface of
uniform parametrization.

3.1. A conjecture on area constrained interpolating
cyclic curves

Definition 3 (Simple curve) A curve without self-
intersections (loops) is called simple.

Let us consider the simple plane curve g(u),u € |a,b].
The signed area of the plane figure bounded by this curve
and the straight line segments that join the endpoints of this
curve with the origin is

b
Al =5 [ (@) Agw)du

where v A w denotes the third component of the cross prod-
uct of vectors v and w. This is a corollary of Green’s theorem

%

Remark 2 If the simple plane curve g (u), u € [a,b] is orien-
tated counterclockwise, then A [g] > 0. In what follows, we
will assume this orientation.

If the curve g (u) is given by (1), then

b m m
Algl= % / (}:{)Fi(u) d,-) A (z{)ﬁ, (u)d_,-) du
Ja \E =
m b
==L X (di/\dj)_/a Fi (u) Fj (u) du.

Since d; Ad; = —d; Ad; and d; Ad; = 0, we can reduce the
number of terms in the above sum, and we obtain

m—1 m b
Ald=3 X Y (@A) [ (G F W~ F () Fi) de

i=0 j=i+1
(18)

The next proposition provides a closed form of the for-
mula (18) in the case of simple cyclic plane curves.

Proposition 1 (Area bounded by simple plane cyclic
curves) The signed area of the simple plane cyclic curve (4)
is

A 2n—1 2n

A[a,,]:zi Z Z (di/\dj)-

(M @n+1)* =0 j=it1
nl (o) ° . (2(n=k)(i—-j)x

Proof 2 We know that the ith (i = 0,1,...,2n) cyclic basis
function can be written in the form

1 2
S 2n+1 (2n+ l)(Z:)

'"_] 2n Cou 2(n—k)in
k;)<k>cos<(n k) Ll )

Thus, its first order derivative is

Cin(u)

d .
‘(};Ci.n (u) =Cin (u) =
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Figure 1: An interpolating cyclic curve (blue) of degree two and the locus of its control points (red curve) (For interpretation
of the references to color in this figure legend, the reader is referred to the web version of this article.)

B 2 = 7 A Ry n—R)imY  and
<zn+1>(2,,">L§)<k>‘" Hsin((n—0u+ 2EE).

utn (A=l (on 2(n—1) jm
In order to use the formula (18), with settings m = 2n and By = /F (Eo ( l ) Lo <(" —Qu+ 2n+1 )
F;(u) =Cipn(u),u € [u,u+2n,ueR, (i=0,1,...,2n), we
have to evaluate the integrals & (20 ; 2(n—k)in
€ Z % (n — k) sin (n—k)u+——m du
k=0
+27n
By = /y (Cin () Cjn (u) = Cjn () Cin () dus, pram (=l (o, 2(n—k)in
’ u ' —/ Z k COS<(n_k)u+T+|—>
Ju k=0
wherei=0,1,...,2n—1and j=i+1,i+2,...,2n. i—1 N
Observe that g (Ig,) (2;1) (n—1)sin ((n —Du+ g%#)) du.
;) o
lij= 7 amy it 0 7 2 Kij. Now, using trigonometric identity (15) and the simple equa-
@n+1)° () @n+1)2 () 0 » using trig y (1 simple eq
ion
where
IR . A 0,k#1,
" o o / cos (ku+ @) sin (lu+A) du= gsin (). k=1,
f=Y [ (n—k)/p sin (n—k)u+2—w)du -
2 iy 2n+1

(for arbitrary but fixed k,/ € N and @,A € R numbers), we

R p+2m N
_ 2n (n—1) / sin ((n —Du+t M) dy  conclude that
Ju 2n+1

o] fan ’ o (2n=k)(i-j)m
- Kijzn‘;)<k> (n—L)sm(—z—”H——).
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Figure 2: A (1,2) degree interpolating surface of uniform parametrization

Thus, finally we obtain that Conjecture 1 Consider the parameter vector u = {u,»},-zﬁ0
such that

9

3 n—1 - B

Iij:——zg'*;—i Z (2:> (n—k)sin (W) O=uy>u; >...>uy=—20
2n+1)" ()" k=0 n

and the nodes
(@i p) o € Mi2ns ([—2710] X Rz) -

We have already shown, that solving the linear system (2)

from which automatically follows the pending formula of
the signed area

) 1 2n—1 2n 5 kgl . : Y _
Alan] = 5 Z Z (di/\d_,') X (\.mth settings m = 2n aqd F;(u) = Cip(u), u € [-2m,0], |
i=0 j=itl (i=0,1,...,2n)) we obtain the control polygon \
2n " i
Dntu = |:di|u} € Mjanti (R_)
AT 2n—1 2n i=0
- 2 Z Z (di /\dj) ' that generates the plane cyclic curve

@2n+1)2 (3" S0 j=it1

2n I

2 I
2=l (o L (2m—k)(i—j)m Aylu (u) = Zdiruci.n (u) |
Z (n—k)sin | —————— ; i=0 ‘
= \ k 2n+1 »
that fulfills the interpolating conditions

which completes the proof. Ay () =P, (i=0,1,..., 2n).
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Then, the area functional A [a,lh,] attains its global mini- 5. Acknowledgements
mum at the parameter vector A. R6th was supported by the Hungarian University Federa-
omi 12 tion of Cluj Napoca (2009/2010).
2n A 21 T
= {uy = {=a}y= { 5oy}
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Abstract

New algorithms are introduced to create fair B-spline surfaces that also satisfy continuity constraints, inherited
Sfrom neighboring surfaces. The proposed procedure comprises a stepwise method to assure approximate curvature
continuity and adapts various existing fairing methods. A new fairing algorithm based on curvature approximation
is also presented. The discussion is not restricted to four-sided patches, but an extension to handle n-sided surfaces

is also provided.

Categories and Subject Descriptors (according to ACM CCS): 1.3.5 [Computer Graphics]: Computational Geometry

and Object Modeling

1. Introduction

The goal of fairing is to create visually pleasing curves
and surfaces in Computer Aided Geometric Design. This is
also crucial in Digital Shape Reconstruction'3, where digital
models are created from millions of data points, while re-
taining the geometric features of scanned objects. There is
no unique algebraic expression to define aesthetic require-
ments; however, there is a general agreement in the styling
industries that even curvature distribution with large, mono-
tone curvature areas is the most important to achieve high-
quality of surfaces. For example, take reflection lines that
are frequently used in the automotive industries to indicate
curvature imperfections.

Approaches to surface fairing can be divided into two
categories. There are variational methods, that simultane-
ously minimize least-squares distances and various smooth-
ness functionals during surface fitting, and there are post-
processing methods that apply changes on already existing
geometries. Both methods minimize various fairness mea-
sures, and control the extent of deviations from the original
data points. In many cases though, a higher priority is as-
signed to the fairness of the surface approximation.

1.1. Problem

There are several, traditional methods that work quite well
when primary surfaces are fitted independently of their en-
vironment; however, when a complete object composed of

many connected surfaces needs to be created, not only the
smoothing of the individual surfaces is needed, but the con-
tinuity between the adjacent surfaces must be taken into ac-
count. Fairing dependent connection surfaces, such as fillets
or corner patches, thus poses a new problem. Several meth-
ods have been published that deal with this problem using
the variational method, see for example Lai et al.® or Hsu et
al.o.

In this paper we address the problem from the post-
processing perspective. Suppose that we have a model con-
sisting of several surfaces with dependency relations as it has
been defined in the functional decomposition paradigm!'3.
We would like to perform fairing in a hierarchical order, first
fairing the primary surfaces, then fillets, and finally corner
patches. In order to achieve this, we need algorithms that
create fair surfaces while assuring smooth connections to
the adjacent surface elements. For fillets, smooth connec-
tion to two primary surfaces must be satisfied; for corner
patches, smooth connection to n surrounding surface ele-
ments is needed. Our goal is to deal primarily with the latter
problem of constrained fairing, which includes a solution for
fillets, as well.

1.2. Goals
We can break this problem into two separate subproblems.

The first one is to assure continuous connections. In
CAGD, continuity constraints between surfaces are typically
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relaxed to geometric continuity instead of matching the para-
metric derivatives. G' continuity enforces common tangent
planes along the shared boundaries, G? continuity enforces
common surface curvatures. We want to tweak a surface S to
match the fixed master surfaces M; by numerical (tolerance
driven) G' and G? constraints.

The second one is to perform the actual fairing. We need
algorithms that smooth the surface S and retains the con-
tinuity constraints to the master surfaces. This may be as
simple as doing local fairing in the “inside™ region of S,
or may mean special fairness measures that incorporate the
constraints into the fairing process. We will evaluate differ-
ent approaches later.

A combination of the above two algorithms yields a solu-
tion to our main problem.

1.3. Outline

The structure of the paper is the following. In Section 2 we
briefly review some papers that are important for this work.
In Section 3 a solution to the simplest configuration of four-
sided corner patches is presented using an alternating se-
quence of constraining and fairing. The extension to n-sided
patches is given in Section 4. The results are illustrated using
a few examples in Section 5, and a few concluding remarks
are added at the end of the paper.

2. Previous Work

There are several papers in the literature on continuity con-
straints and surface fairing, but a solution to constrained fair-
ing of multiple surfaces in the post-processing context is not
known to the authors. Space limitations prevent us to give
a full review of all known approaches; instead we collected
a few contributions that have been influential to our current
project.

Concerning curvature continuity constraints — Pegna and
Wolter? proved the Linkage Curve Theorem, which gives a
necessary and sufficient condition for G? continuity between
two surfaces that share common tangent planes. The theorem
states (as rephrased in Hermann et al.5, who also extended
the theorem to G”" continuity) the following:

Two surfaces tangent along a C!'-smooth linkage
curve are curvature continuous if and only if at ev-
ery point of the linkage curve, their normal curva-
ture agrees for an arbitrary direction other than the
tangent to the linkage curve.

This is the basis of our G* algorithm in Section 3.1.

Concerning curvature approximation — a paper by
Greiner?® gives a quadratic approximation of surface curva-
ture using a reference surface (e.g. a least-square fit of the
data points). The idea here is to compute part of the Hessian
matrix from the reference surface, such that the computation
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still dependent on the real surface is only quadratic. Then
the mean and Gauss curvatures can be computed from the
Hessian. Greiner also introduces a data-dependent quadratic
fairness functional, along with an algorithm minimizing this
approximated curvature.

We use different fairing algorithms in our tests. These will
be analyzed in more details in Section 3.2.

Knot-Removal and Reinsertion (KRR), proposed origi-
nally by Farin and Sapidis?, is one of the simplest and most
widely used local, control-point based fairing algorithm. It
provides fair curves by removing and reinserting the most of-
fending knots, thus the ¢ jumps for a cubic B-spline are re-
duced, which yields a nicer curve. The algorithm has a cou-
ple of variations; Hahmann* extended the method to surface
fairing.

Another fairing method was proposed by Salvi et al.'!,
that approximates a smoothed target curvature. This is an
efficient and highly flexible algorithm; however, it includes
a final fitting step which may harm locality to some extent.

Finally, for n-sided corner patches (see Section 4), we can-
not use bi-parametric surface algorithms. Instead, we apply
a mesh based fairing algorithm described by Kobbelt et al.”,
where the n-sided surface region is approximated by a mesh
and discrete fairing is applied. A local quadratic approxima-
tion is used to compute the second-order partial derivatives
and minimize the thin plate energy. Continuity constraints
can be preserved at sampled data points around the bound-
ary of the n-sided region.

3. Four-sided Patches

A B-spline surface S(u,v) is defined by means of its control
points P;; (i € [0...n], j € [0...m]) and its knot vectors U
and V:

n n
U, Vg,
S(u,v) = E)E)P’JN’ p(“)Nj I(V)a

where p and ¢ are the degrees of the surface in the « and v
directions, respectively. The four boundaries of the surface
are defined by the outermost control points — Py, Pyj, Pio
and Py, respectively (i € [0...n], j € [0...m]). In this con-
text we call these together as the positional frame. Let us as-
sume hereinafter that the outermost control points are fixed.
The tangent planes at the points of the boundaries are indi-
rectly determined by the first cross-boundary derivatives, i.e.
by the inner control points Py j, P, _y);, P and Py, _y), re-
spectively (i € [1...n—1], j € [1...m— 1]). We call these
control points together the tangential frame. Finally, assume
that control points of the positional and tangential frames are
fixed. Then the surface curvatures at the points of the bound-
aries are indirectly determined by the second cross-boundary
derivatives, i.e. by the inner control points Py, P, _»);, P;

and Py,,_), respectively (i € [2...n—2], j € [2...m—2]).
We call these control points together the curvature frame.
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It is also well-known, that when we enforce G' con-
tinuity independently for the individual boundaries, a so-
called twist incompatibility condition must be satisfied for
the mixed partial derivatives, which are indirectly deter-
mined by the twist control points Py, Py(,—1), P(,—1) and
Plu_1)(m—1)- After we enforce G? continuity for the indi-
vidual boundaries, a similar compatibility condition must be
satisfied to tweak the inner twist control points Poz, Py(y,—2),
P2y and Py, _3)(m—2).-

Having said all these, the algorithm to set continuity con-
straints proceeds in the following way:

1. Insert some knots into the surface, if it has too few control
points.

2. Fair the surface, while retaining c? continuity for each
boundary, i.e. only control points within the positional
frame are used for fairing.

3. Fix the positional frame and enforce G' continuity for
each boundary.

4. Set the twist control points compatible, and repeat the G!
computation.

5. Fair the surface, while retaining G! continuity, i.e. only
control points within the tangential frame are used for
fairing.

6. Fix the tangential frame and enforce G? continuity for
each boundary.

7. Set the inner twist control points compatible, and repeat
the G2 computation.

8. Fair the surface, while retaining G? continuity, i.e. only
control points within the curvature frame are used for
fairing.

To sum it up, the sequence is always (i) constrain, (ii) set
compatibility and (iii) apply fairing, until G? is achieved.

3.1. Three-Frame Method for Numerical G'/G?

We will treat the algorithm on a per side basis. The twists,
however, need special attention, and they will be dealt with
at the end of this section.

311 G' Continuity

There are two B-spline surfaces, M (master) and S (slave),
that are (without loss of generality) joined along the u = uyip
parameter line with c? continuity. We want to modify the
corresponding side of the tangential frame, i.e. the second
control row of S, such that the two surfaces will have nu-
merical G' continuity. We also take sampled parameters
vi (k € [1...K]) along the border, not including the corner
points. The normal vectors at these (u, v ) points of the mas-
ter surface are denoted by n;. If we now add displacement
vectors w; to the control points Py (j € [1...m — 1), they

will modify the original tangents ¢, in the following way:

Lﬁ)
I

m—1
U, V.
= g +N P (u) Z] N; q("k)‘_"j (1)
j=

—1
et Y crw; (2)
=1

Since we would like to avoid irrelevant control point
movements, we minimize the deviation only in the surface
normal direction. This leaves us with

& = e —m(ey). 3)

Subtracting ¢; from (2) and (3) gives the linear equation sys-
tem Ax = b, where

€11 €12 Cl(m—1)
€1 €22t Cm—1)
A= . . . ;
CK1  CK2 CK(m—1)
w —ny(erny)
Li%) —n,(eyn,)
x= , b= )
W1 —ng (exng)

We have K equations and m — 1 unknowns. Solving the least-

. 2 s -
square equation (Ax — b)~ = 0 leads to a linear system of
(ATA)x=ATb.

3.1.2. G? Continuity

We have the same assumptions as in the G' case, but now
we also have a numerical G' connection. Take K parame-
ter points from the v domain: v, 1 < k < K. For every v,
calculate the normal curvature Kj,f’ of M at (umin, vx) in the
u direction. If we modify S such that its normal curvature
in the u direction is the same, we will have G* continuity
in (upmin, vi), because of the Linkage Curve Theorem (see
Section 2).

The normal curvature of a surface at (u, v) in some d di-
rection can be calculated as:

k() = L+2MA+N)A?

E +2FA+GA?’
where E, F, G and L, M, N are the coefficients of the
first and second fundamental form, respectively; A = g—"" and
d = duS, +d\S,. In the special cases where d is the u or v
parametric direction, this is simplified into L/E and N/G,
respectively.

Minimization
Instead of directly optimizing for surface curvature, we

use the curvature of the surface curve Cy(u) = S(u, vg),
which results in much simpler equations'2. We know from
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Meusnier’s theorem! that at a given point, the curvature k¢
of a surface curve C and the normal curvature k of a surface §
in the tangent direction of C have the following relationship:
¢'xG" C".n
I <€) oy _ (")
llc’l| I’

K= KccosO =

where n = ﬂ%i_i'ﬂ is the surface normal and 8 is the angle

S N2y

between n and the curve normal (C" x C") x C'.

Consequently, we have to solve equations of the form

<C/:»I (umin) N Ek> _

4)
2
(AT
Since
n U m v
Ce(w) = S(u,vi) = Y N/ () | ) Nj ()P
i=0 Jj=0
n
U. A
= ZN,' p(“)Pie
i=0
the first and second derivatives at the end are
Cllumin) = —P—— (B, — By),
% (ttmin) Ul — 1 (Py 0)
—1 p o .
Cf (umin) = —Z Py— P
% (Umin) Ul i uz( b —Fy)
- L -),
Upt1 — U
see Reference! (assuming that ug = uy = -+ = up = tpip)-

If we want to modify the P control point by a vector d;,
we can reformulate Eq. 4 as

2 (up1 —w2)(Ups2 —u2)
pp—1)

= ':‘g:N}/'q("k) <4jvﬂk> ,

" Ay ||Ch (ttin) |
Q)

where Ak, = k! — ;. Note that the second half of C}’ is
eliminated in the scalar product by the (perpendicular) sur-
face normal.

We propose two different solutions for this equation sys-
tem. In the first one, in order to avoid irrevelant control point
movements, the P; points are only allowed to move in an
outward direction (o i for Py;). Alternatively, we can require
that the sum of the squared deviations should be minimal.

Solution by Fixed Directions

An easy and intuitive choice for outward directions is to get
the cross product of the difference of the neighboring control

If we define the deviation vectors d j as Xjo; and introduce
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Figure 1: Outward direction

the constants oy; and By, Eq. 5 can be rewritten as By =
m—2
z_,‘zg O X j-
Now we can create the overdefined equation system Ax =
b:

Q2 3 o Oy(y_2)
Oz 023 -+ Og(p_2)
A = . b
Og2 O3 ... Og(m—2)
X2 B
x3 B2
x= ; ,b= .
Am—2 BK

Solving the (A7 A)x = AT b equation results in a least-squares
approximation, as earlier.

Solution by Minimal Deviation

We can also solve the equations while minimizing the
squared deviation of the 2, control point of C, by requiring
that it should change only in the n; direction. This means

2. V. -
that Eq. 5 becomes Byn; = Z;?’:Zz N; "(v,\.)zij = 27:22 Yijd ;-

The equation system is now Ax = b, where

iz Y13 o Yim=2)
Y2 Y23 - YVo(m-2)
A = " 5 )
L Y2 Yk3 - YK(m-2)
I 42 Blﬂ]
ds Bany
x = : , b= ;
L d.m—Z BKﬂK
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As before, (ATA)1 =ATp gives a least-squares approxima-
tion.

3.1.3. Twists

Every twist (or inner twist) control point of a frame has two
values coming from the independent side constraints. In or-
der to get a valid B-spline, we need a single twist control
point, computed as halving of the two independent twist con-
trol points. After this, we repeat the continuity enhancement
algorithm, now constraining only the j € [2...m — 2] control
points for G' and the j € [3...m— 3] control points for G, in
order to obtain the best positions in accordance with the new
twist values. The use of halving points is a dubious choice
and optimizing the twist control points is subject of further
research.

3.2. Fairing Algorithms

In this section we will look at three different algorithms suit-
able for our purpose. The minimal condition is that fairing
should not destroy the continuity already achieved.

3.2.1. Knot Removal and Reinsertion (KRR)

This fairing method operates on the control points and we
choose the one where the C3 jump is the greatest. We per-
form this operation in an iterative manner several times. This
retains continuity in a trivial way. On the backside, KRR is
primarily suited for curve fairing. We can choose between
fairing only in the u or v parametric direction — or average
the two values. This simple method gives quite nice results.

3.2.2. Fairing Based on Target Curvature

We have much more flexibility in this algorithm, as the use
of a target curvature enables us to define curvature continu-
ity constraints, which is particularly valuable in our present
task. However, there are some problems. The last fitting
phase may harm the precision of the continuity. In this case,
we need to insert another continuity enhancement step. An-
other drawback is that the algorithm relies on fairing the
isocurves of the surface. This may cause artefacts in com-
plex saddle surfaces.

3.2.3. Fairing Based on Curvature Approximation

We will use the curvature approximation outlined in Section
2 to enhance the previous algorithms. Given a reference sur-
face R and a twice differentiable scalar function / defined on
it, Greiner3 shows that the Hessian matrix of # = hoR is

Hessg (h) = (ngl(ajalh = Zaihr'ﬁ)) ;
1 i kj
where 0; is the partial derivative by the ith argument, I“;-, =

. g™ (9j0/R. OmR) and (") is the inverse of the first fun-
damental form of R (every index can take the values 1 and

2). Note that both I" and g can be computed beforehand. The
paper also shows that if we use the coordinate functions R
(c €1...3]) as h, we have

1 G -F L M
HESSR(RC) = m[ —F E ] l: M N ]n(:‘

where n is the surface normal. This has several nice proper-
ties, for example it is easy to see that

Ztrace(HessR(li’c))2 = K+,

Y det (Hessg(Rc) = K} -5

The claim is that using S, instead of R, will result in good
approximations of the curvatures of S:

Y trace (Hessg(Sc))® ~ (k] +13)°,

%

Q

Y det (Hessg(Sc))

The reader can consult the original paper® for more details.

In our case, we already have a very good reference surface
— the original surface itself. We would like to do something
similar to the algorithm in the previous section, i.e. set up
a target curvature and find a surface with similar curvature.
Our general scheme would be as follows:

1. Sample the original surface at intervals.

2. Compute I" and g in these positions.

3. Set up a target curvature.

4. Minimize the deviation from the target curvature.

We can write up an equation system that depends linearly on
the control points of S, so it will be easy to minimize. One
option is to create a target mean curvature by smoothing the
traces of Hessian matrices in the sampled points. Another
alternative is to average every element of the Hessian ma-
trices over the sampled points. Since the computation of the
Hessian matrix from the control points is linear, these lead
to overdefined linear equation systems, that can be solved in
least-squares sense. An example is shown in Fig. 2.

As for the continuity restrictions, we can fix the outer
frames as in the KRR algorithm. The advantage of this
method is that it is independent of the parametric directions.
However, we have to minimize a fairly large equation sys-
tem, which makes its computational cost quite high.

4. n-sided Corner Patches

There are corner patches with three or more than four (usu-
ally five) connecting surfaces. The simplest representation of
these is based on the so-called central split, where n quadri-
lateral surfaces are stitched together, see Fig. 5 for a five-
sided example.

The main difficulty here is that the corner patch consists
of more than one surface, so we have to ensure continuity not
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(a) Before fairing

Q)

(b) After fairing

—

Figure 2: Isophotes of a car body panel faired by the curva-
ture approximation method

only along the boundaries, but along the subdividing curves
between the quadrilaterals as well. Moreover, for n-sided re-
gions the previous fairing methods that were applied for bi-
parametric surfaces cannot be used.

4.1. Extension of the Algorithm

In order to cope with these difficulties, we modify the pro-
cedure presented in Section 3:

1. Global fairing of the quadrilaterals (retaining c® or G
continuity on the perimeter).

2. Enforce G' continuity on the perimeter and between the
quadrilaterals.

3. Local fairing of each quadrilateral, retaining G ! continu-
ity.

4. Enforce G* continuity on the perimeter and between the
quadrilaterals.

5. Local fairing of each quadrilateral, retaining G? continu-
ity.
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The first step aims at creating a good base for the further
operations. It can be omitted if the original surface has ad-
equate quality. Unlike in the four-sided case, the first step
here needs special attention, since multiple surfaces need to
be processed simultaneously. A mesh-based fairing seems to
be a natural approach.

4.2. Mesh-based Fairing

In order to avoid the parameterization problems, we dis-
cretize the corner patch, and create a triangle mesh as shown
in Fig. 6. The actual fairing is done by the method suggested
by Kobbelt’, inheriting G! continuity at the boundaries. Fi-
nally, we refit the surfaces using the points of the faired
mesh. Although this algorithm, due to precision loss, may
be inferior to the others, it creates generally a good shape
and is easy to use regardless of the number of quadrilaterals
involved. '

5. Examples

Figures 3 and 4 both show the effect of constrained fair-
ing for four-sided corner patches. In these cases, the central
surface is relatively simple; the original (a) has reasonable
isophotes, but the isophote strips break when they reach the
boundaries. After constrained fairing (b) the images show
that numerical G* continuity has been achieved and fairing
also nicely affected the interior without changing the master
surfaces.

We have a different case in Fig. 7. Here the original corner
patch (a) already had numerical G? that needed only very
minor changes. On the other hand, fairing (b) increased the
overall surface quality very much.

Conclusion and Future Work

A new approach that combines numerical G?* connections
between free-form surfaces with methods to create fair
shapes was presented. Its primary application is to perfect
connected surface elements produced in Digital Shape Re-
construction. The proposed algorithms have worked well for
several models.

There is still room for improvements. For example, the al-
gorithm that assures continuity should make a better use of
the twist control points. We believe that better twist locations
may significantly influence the quality of the modified sur-
faces. The averaging strategy of the KRR method applied for
the u and v parametric directions should also be enhanced.
The n-sided corner-patches should also be improved by ap-
plying such discrete fairing methods that guarantee discrete
G? connections to the master surfaces. In fact, the discrete
fairing step is considered only as a temporary solution, and
alternative fairing techniques for n-sided corner patches are
subject of our current investigations.
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(a) Before fairing

(a) Before fairing

(b) After fairing

Figure 3: Fairing an X-node
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Figure 7: Fairing a five-sided corner patch.
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Abstract

Reflection characteristics of surfaces, as visualized by highlight lines, are important in design of high quality
(class A) surfaces. Shape, smoothness, coherence and distribution of highlight lines are good indicators of
the reflection characteristic of surfaces. We present a method that enables the designer to correct the reflec-
tion status of surfaces, by adjusting its highlight lines. We developed a genetic algorithm fort automatically
adjusting the control points of surfaces resulting in a modified surface shape that produces the desired high-
light lines. The paper discusses genetic representation, fitness function, genetic operators selection methods
developed for the specific problem. The advantage of the method is its robustness and applicability to sur-
faces of any shapes, and any kinds of CAD representations. Effectiveness of the method for surface correction

is demonstrated by several practical examples.

Keywords:

Surface correcting, Highlight lines, genetic algorithm, high quality surfaces

1. Introduction

A number of human-made objects have highly reflective
surfaces: cars, airplane and ship hulls, household appliances,
lamps etc. Beside geometric and manufacturability condi-
tions, these surfaces often meet aerodynamic, hydrodynam-
ic, and aesthetic requirements as well. The common objec-
tive is to produce smooth surfaces, without unwanted bumps
and oscillations. Smoothness of a surface can be evaluated
at different levels. Continuity of derivatives or curvature in-
tegrals are common tools to evaluate smoothness. Various
methods (e.g. Gauss smoothing) have been developed and
implemented in CAD systems for their evaluation including
visual display methods.

Fairness of a surface is much more than smoothness ac-
cording to the above measures. A fair surface, beyond be-
ing smooth, is free of irregularities, bumps and oscilla-
tions. Fairness can be assessed by highlight lines, the re-
flection curves of parallel light sources on the surface.
Shape, smoothness, coherence and distribution are good
indicators of surface fairness. Displaying and analysis of
the complete reflection status of the surface relied on the
highlight lines provides a firm basis for assessing surface
quality in accordance with the aesthetic demands of the
designer.

Beier and Chen in 1994 '. developed a method for com-
puting and displaying highlight lines, but they do not ad-
dress surface correction. A method for improving quality
of free form surfaces by the adjustment of highlight lines
was first developed by Klass and Kaufmann ©. Correlation
between highlight lines and control points is described by
a non-linear equation system, which is too time consuming
to solve, and the results are not always good enough.

The method developed by Zhang and Cheng introduces
a great number of simplification to obtain a linear system
of equation for control points to be modified through high-
light lines . However, the highlight line cannot accurately
follow the points specified by the designer and the method
yields adequate results only in a small range of the sur-
face. Another limitation is that the method might not work
when the correction needs to be carried out on the bound-
ary of the surface.

The main problem of the above methods is represented by
the complex algebraic relation between the adjusted high-
light line and the control points of the corresponding sur-
face. Our research aims to develop a method to bridge this
problem. This is intended to be achieved by using a stochas-
tic optimization method, namely genetic algorithms, which
— no matter how complex the surfaces highlights are — can
find modified control points even in the absence of direct
algebraic relations.
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The process of surface correction starts with the computa-
tion of highlight lines. Inspection of the surface quality

highlight line computationﬁ
and inspection

selecting and correction
defective hlghllght lines

S

[determmmg affected surface |

control pomts )

. ¥
control pomt correction by
genetic search

Figure 1: Block diagram of the surface correction

is carried out by using several light source settings and
surface orientations. Next, the designer selects and cor-
rects the defective highlight lines using interactive facili-
ties of design systems. This is followed by the determina-
tion of the affected surface region and corresponding con-
trol points of the surface. Modification of the control
points are performed by a genetic algorithm. Figure 1
shows the course of surface quality correction

2. Surface representation and highlight lines

Parametric representation of the free form surfaces in
Bézier, B-spline or NURBS form, are widely used in CAD
applications :

)= BN @V, ().

i=0 j=0

where the control points P;; and the Bézier, B-spline or
NURBS basis functions N, and, N i of order k and / ful-

ly determine the surface S(u,v). The shape of the surface is
mainly defined by the control points, knots and weights of
the basis functions provide additional degree of freedom in
design.

Highlight lines of surfaces

A highlight line is created on the surface by the reflection
of a linear lightsource of infinite length. The light source
is positioned above the surface. The highlight line is a set
of surface points for which the corresponding surface
normal and the light source intersect each other, that is the
perpendicular distance between them is zero.

Let L(7) denote the line of the light source:
LA)=A+B4i,
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where A is a point on L(Z), and B is a vector defining the
direction of the line (Figure 2).

Figure 2: Distance between surface normal
and the lightsource

The perpendicular distance d(u,v) between the normal
N(u,v) at a surface point S(u,v) and the linear light
source is:

|[BxN@v)]-[A-S@v)]
Bx N(u,v)|

d(u,v) =

To obtain points on highlights d(u,v)=0 must be solved
for the control points of S(x,v) which is a highly complex
task. Even more complex is the inverse task, to determine
surface parameters corresponding to prescribed shape of
highlights. We solved this by applying genetic algorithm.

A more complex and detailed overview of the surface
quality can be obtained by a series of highlight lines. This
is realized by several lightsources, parallel to each other.
During the current research, we developed, and used a ro-
bust, computation method with high accuracy for creatmg
highlight lines. Details of the method can be found in 3 and
not discussed here.

3. Concept of genetic algorithm

Genetic algorithms were first used by J. H. Holland 5. The
basic idea is to try to mimic a simple picture of natural se-
lection in order to find a good solution. Genetic algorithms
work on a collection of solutions, population of individu-
als. The individuals are coded by chromosomes, composed
of genes that contain the parameters of the solution to be
optimized. Binary coding is frequently used, however for
problems with continuous variables, a real coded genetic
algorithm (RCGA) is more efficient 2. Set of all possible
chromosomes form the search space, where the genetic al-
gorithm tries to find the best chromosome, corresponding
to the best solution.

Genetic search starts with an initial population, which is
selected randomly from the search space. In each genera-
tion individuals are evaluated according to predefined cri-
teria called fitness function. Fitness quantifies the optimal-
ity of a solution so that that particular solution may be
ranked against all the other solutions. Fitness value of an
individual correlates closely with the goal of search, and
must be computed quickly.
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As the result of the selection procedure, individuals are
chosen for breeding. Part of the selection step can be the
optional "elitism" strategy, where the best chromosomes
(as determined from their fitness evaluations) are placed
directly into the next generation. This guarantees the pres-
ervation of the best chromosomes at each generation.

New individuals created into the population by genetic
operators. Most frequently applied operators are selection,
crossover, and mutation. The objective of crossover is to
generate a new individual by inheritance. It combines the

Program GA

g:=1 { generation counter }
P(g) Initialization of the first population
P(g) Population evaluating

Cycle until (stop condition) or (9 = Qpax)
g:=g+1
P(g) scaling P(g-1)
P(g) selection from P(g-1)
P(g) crossover
P(g) mutation
P(g) population evaluating
Cycle END

Program END

Figure 3: Pseudo Code of a Genetic Algorithm

features of two (or more) chromosomes to form one or
more offspring, with the possibility that combination of
good chromosomes may generate better ones.

The mutation operator arbitrarily alters one or more com-
ponents, genes of a selected chromosome so as to increase
the structural variability of the population. The role of mu-
tation in GAs is that of restoring lost or unexplored chro-
mosomes into the population to prevent the premature
convergence of GA to suboptimal solutions. Each position
of every chromosome in the population undergoes a ran-
dom change according to a probability defined by the mu-
tation rate. The algorithm runs while a stopping condition
is met. Stopping condition is associated with an acceptable
fitness value.

In most cases parameters of a good algorithm are vary-
ing depending on the problem type. For a good, and effec-
tive GA, operator types and their parameters should be
charily selected and tested. Fitness function also must be
carefully composed and fine-tuned.

4. GA for highlight line correction

The goal of the genetic search is to modify the shape of
the surface in order to obtain a better shape and distribu-
tion of highlight lines than existing one. General princi-
ples, methods, or even downloadable algorithms are avail-
able for GAs. Still, to solve complex technical problems,
specific solutions for genetic coding, genetic operators, se-
lection mechanisms, fitness specifications are needed
within the general framework of GAs. Subsequently we
discuss particular issues of applying GA to correct of sur-
face through highlight lines.

4.1. Representation of genes

To modify the surface one or more surface parameters
must be changed, and an acceptable value for them must
be found. Free form surfaces as described in chapter 2, are
determined by a number of parameters. However, the most
effective parameter for surface modification is the control
point. Using them, we can create a simple structured
gene which is easy to handle, and which influences the
surface shape directly and influentially

The control points that have influence on the surface area
to be modified can be computed from the basis functions
corresponding to a control point. Integrating the basis func-
tions over the area of interest a strength of influence para-
meter for each control points b;; can be obtained. It plays
important role when determining the size of the search
space. The control points to be modified are sequentially
represented in the genetic code in the genes. A

gene g, consist of AP;; and b;;:

g, =APi,j (x .y, z, b;y).

During the search, genetic operators are applied only on
control points. The chromosome of a surface to be modi-
fied is composed of genes of all control points:

cp=(gs---8Y-- &)

where cg is the chromosome of a surface in the popula-
tion, and J is the number of control points to be modified.
The modified surface is described by the equation:

S(u,v)= i i (P,-,- +AP, )N:k (@, (v)-

i=0 j=0

4.2. Calculation of fitness

Fitness function contains geometric deviation information
between actual and desired highlight lines, and it consists
of two components. These are the accuracy, and the shape
similarity. Accuracy is based on the distance, while shape
similarity on tangency error between actual and desired
highlight lines. In fitness function they are present as the
sum of average variation of a highlight lines. Denote by

h,." a highlight line, smoothed by the designer, and A, the

corresponding highlight curves, created during genetic
search. Curves are evaluated at several parameter values
for comparison. Then the distance error component of the
fitness function is

L

=38 b)) Saw) |

i=1| k=1

where d (¢, )=h(r,)-h'(1,)

n;— number of curve points where the evaluation

. ; d
was carried out for curve A4 and A

/ — the number of inspected highlight lines.
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The tangency error f; is

n,

) =i[2[a,-(rk)—

i=l | k=l

where a,(,)= arclp (4, ) are(h? (1)
h“(,) and (¢, ) denote tangent vectors at 7.

The ratio of the two components of fitness my vary during
the GA process. Details of the strategy for the adjustment
of fitness components are explained in chapter 5.2.

4.3. Scaling and selection methods

Selection is carried out using scaled fitness proportional
selection * (also known as roulette wheel selection).

The fitness of chromosomes are scaled before selection
process. Scaling is used, to promote the better exploration of
search space, and maintain population’s diversity. There are
a number of available scaling algorithms, we analysed
those, which promise the largest exploration. Scaling algo-
rithms in first step sort fitness values. The fitness values
are then replaced by their ordinal numbers, and scaled.
Scaling relations are summarized in Table 1.

Basic scaling

At this scale type 2, the fitness is simply replaced with
the ordinal number f. This scaling increases the value ine-
qualities, in a sharp way. We can expect that this scaling
has good effect on genetic search in its latter phase. When
chromosome variance becomes low, such sharp scaling
may promote distinction between chromosomes.

Rank scaling

At this scaling type, fitness is distributed along a second
order function, which unlike basic scaling will equalize
the best chromosomes, and cut the worst off *. This type is
expected to work well at the beginning of the genetic
search.

Linear scaling

This scaling is capable of adopting itself to the different
stages of genetic search ?. This function is realized through
variable p. If p is close to 0 it promotes the survival of the
best chromosomes. Close to 1 value will result in equal
chances for every chromosome.

Scaling type Relation
basic =8
1
rank fl=—1
VB
: 2(8-1pp-1
linear ) P”‘w )(—p )

Bonx —1

Table 1: Relations of fitness scaling
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4.4. Types of crossover

On selected parent chromosomes different types of cross-
2 . .
over > were investigated.

Denote c), =(g|’,,,g;_.,gb) and ¢} = (glzgyzgjz) the two
parent chromosomes to which crossover operation is to be
applied, and the offspring pool O, = (ol",...,o;,...,o;').

Where I” is the number of chromosomes in the population,
K is the index of the offspring.

Arithmetic crossover
Two offspring is produced. OK:(ol",...,o;,...,oﬁ',,z),

oy =9g,+(1-9)g; and

Parameter

e =1,2 where

oy =g,+(1-9)g..
offspring’s position between parents. We chose to use 3 =
0.8.

9 determines  the

BLX-a crossover
This type of crossover produces one offspring.
0:(01 S - o]_) where op is chosen from the interval

[cmm 1 wge. . Al a] randomly. Where

max
_ (1 2) — ( 1 2) I _
Coax =Max{cy,¢5 ), Cip =minlcy,cp ), 1= Cray—Cyin-

Value of a extends offspring’s position over the domain,
defined by the parents and determines the action interval
of a gene *. We used a=0.2.

BLX-0-0 crossover

It is similar to BLX-a except it uses yet another constant
0 for extending action interval and which introduces
asymmetry. The offspring o, is chosen from inter-
val [grnirl -1-a,g,.. +]~a-0].

Wright’s heuristic crossover
This crossover uses population’s best chromosome as
first parent. One offspring is created:

) 1 2 B .
05 = p-(c,, ~cﬁ)+ ¢y, Where p is a number randomly cho-

sen from the interval [0,1].

4.5. Stop condition

Stop condition is relied on the allowable residual error,
which is computed by the comparison of the original and
the redesigned highlight lines.

Let p,, denote the stop condition

stop

| true Tl Seorv=r,,
false otherwise

where & is the allowable tangency error

f," tangency error of best chromosome at gen-

eration number .
In case the search fails to meet the stop condition it is
stopped at the maximum number of generations t,,,,. Dur-
ing the analysis, we used the following stop conditions:
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| c=01. 7, =100

- 5. Application and results

- We applied our method to a number of real world exam-
- ples (Table 2). Data for the example surfaces are given in
~ the Table 2. Shape of the surfaces, defective and corrected
- highlight lines are shown in the Appendix.

is5E BEEL £ o8
S1' Turbine shovel 0.09 600 o)
82 73 fender 0.41 600 29
83 Cam. trunk lid 0.86 924 61
54 FIAT fender 7.21 156 24
S5 A6 trunk lid 451 874 55
S6  Freeform design 1.28 1152 42

Table 2: Analysed real world surfaces

First we determine the reflection characteristic of the sur-
- face and find areas where correction is needed, that is - find
- the errors. For thorough examination, several different light-
- source settings have to be used. These settings are imple-
~mented by changing two parameters: lightsource density
and mutual position with the surface.

Figure 4a displays the highlight lines of a freeform sur-
face. It can be easily discovered, that it has irregularities
around the central region (area indicated by circle). After
the defective highlight lines were spotted, correction takes
place. In Figure 4b highlight lines before and after correc-
tion are shown

i f' Iy -' E
Figure 4: a.) Highlight lines of a freeform surface

b.) correction of defective highlight lines (surface S2)

5.1. Initial population

The members of the initial population are randomly
changed chromosomes of the original surface.

: c?,+r,,if0,5$p<l
L= )
¢ c?,—rﬂ[f'O <p<05

0 - 5 5yé i =
where ¢ p isa chromosome of the initial surface, ¢ 5 Isa

chromosome of the initial population and p is a number,

randomly chosen from the interval [0,1]. The size of the
population kept on constant value I'=50 during the search.

5.2. Evaluation of different fitness types

Distance error is proved to assist genetic search in explor-
ing areas of search space that ensure accurate highlight
lines. In the other hand however, it hasn’t helped to im-
prove shape similarity. Tangency error behaves in oppo-
site way: it helps producing better shape similarity of
highlight lines, but on the expenses of their accuracy. We
could eliminate the drawbacks if we let the distance domi-
nate in the beginning of the search and make the tangency
came into effect at the end. To realize this idea, surface
fitness as a weighted sum of distance and the tangency er-
ror is needed. Let /' be the fitness of the surface, then:

f:Wd'fd"'wr'fr’

where  w,— weight of distance error
w, — weight of tangency error

The influence of distance and the tangency error is studied
through different compositions. To make easier distinction
between different types of fitness we use abbreviations.

F1 — contains only distance variation error.

F2 — contains only tangency variation error.

F3 — In the beginning the ratio of distance / tangency error
weights is 75 / 25 %. The ratio is turning over as linear
function, connected to the maximal number of generations.
F4 — In the beginning the ratio of distance / tangency error
weights is 75 / 25 %. The ratio is turning over as linear
function, connected to the variance of chromosomes.

F5 — In the beginning the ratio of distance / tangency error
weights is 75 / 25 %. The ratio turns over, when variation
of chromosomes falls below 15% of the original.

F6 — In the beginning the ratio of distance / tangency error
weights is 100 / 0 %. The ratio turns over, when variation
of chromosomes falls below 15% of the original.

Distance and tangency errors have different measures, di-
mensions and range of change. To make them suitable for
mutual appearance in fitness, they are normalized as

Fa= UG =L

where £, and £, are the error components of the fitness

function of corrected highlight lines, f; and f, ® are the

t
error components of the fitness function of original high-
light lines. Thus, the fitness function can be written in fol-
lowing form:

f‘ =Wd(cvar’r).f‘d+u’l(cv:\r’r)'.f'l .

We run GA for each surface and for each fitness type, and
the stop condition was reached at every fitness type. It Ta-
ble 3, ranking of fitness types is shown

Fl E2 F3 F4 F5 F6
525 312 3.62 2.25 3.37 3.37

Table 3: Average performance order of fitness types
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while Figure 5 gives an overview of their influence on ge-
netic search performance. Compared to other types, we
achieved only medium results with F1. Stop condition was
almost every time reached as last, and after taking a closer
look at the results we learned that the shape similarity is
barely satisfactory.

When F2 was used, results were reached much earlier
than with F1. The shape similarity was satisfactory but the
distances between resulting and desired curves were larger
than at F1. With F3 the results showed improvement both
from aspect of distance, and tangency error, however the
convergence was slower than with F1 and F2. Another
drawback of this method was the fixed number of genera-
tions: it can make the search groundlessly long.

angle variation error

9
i
4
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w
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0
10
20
30
40
50
60
7071
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Figure 5: Development of tangency error at different fit-
ness functions (surface S4)

To make the genetic search more effective, at F4, F5 and F6
the change of ratio was set to the chromosome variability
change. As can be seen in Table 3, types F5 and F6 reached
the stop condition roughly after the same generation num-
ber. A real surprise was the performance of F4. In half of
the cases, it had the quickest convergence, and it never per-
formed as last.

5.3. Evaluation of scaling types

According to our experience, the order of performance of
scaling types was unambiguous: basic selection type
brought the best results in all of the cases. This might be at-
tributed to its property to promote exploration of search
space. This can be a balance to the susceptibility of RCGAs
to premature convergence *. An example for the behavior of
different scaling types is shown in Figure 6.

0

=
|

- basic — =—rank -=--¢

4r—gh———————————

angle error variation

12 o — L T T
) =) =) =3 =3 =3 =3 = =3
- a - < " = = x

T
=3
=

100

generation

Figure 6: Development of tangency error at different scal-
ing types (surface S3)
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5.4. Evaluation of crossover types

The aim of crossover analysis was to choose the best me-
thod for offspring creation and the exploration/exploitation
ratio. During the analysis of BLX-a, number of a value
was applied . The gained search results showed that values
near 0.2 promise the quickest results. This value puts the
genes into interval of relaxed exploitation. The extension
of action interval is symmetrical. At crossover type BLX-
a-0 the extension is larger and the action interval is asym-
metric. This shifts the middle of the action interval. In case
of an appropriate shift, it can reduce the probability of
premature convergence and increases the exploration.
During the experiments, §=0.4 brought the best results.
Comparing with the other types of crossovers, in most of
the cases BLX-a-0 was the quickest of all (Table 4).

Uniform Wright Heu-
Blsw DlZad Arithmetic ristic
2.12 1.75 3.12 3

Table 4: Average performance order of crossover types

The uniform arithmetic and the Wright Heuristic crossov-
ers were mainly in the middle of the performance compar-
ison list. In Figure 7 the performance of tested crossover
types can be tracked.

0

= —BLX-a
—BLX-0a-0

=== Uniform Arithmetic
""""" Wright Heuristic

[N]

===28

angle error variation
k=

—
=}

=} (=} = =] =3 =3 =] =3 =] = =3
B I @ 3 - < ~ B3 S

generation

Figure 7: Development of tangency error at different
crossover types (surface S1)

6. Conclusion and future work

Our method for improving the quality of freeform surfaces
by modifying its highlight lines is capable of finding the
surface that corresponds to desired highlight lines with pre-
scribed precision. Best performing genetic operators, strate-
gies and parameters of the genetic algorithm was determined.
These are given in Table S.

Crossover Mutation
BLX-0-0 Non uniform
0=02,0=04 q=0.8

Fitness Scaling
F4 basic

Table 5: Operators of best performing genetic algorithm

The method has advantages over existing ones. Comparing
to other methods it can find the solution regardless of sur-
face representation, complexity of surface shape and high-
light lines. Our method is robust and intuitive, because
control point modification is achieved through genetic al-
gorithm, without computing highly nonlinear correlation
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between control points and highlight lines. It allows the
designer to correct surface by simple redesigning the ab-
normal portions of the highlight lines.
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Appendix

The appendix present the results in visual mode. Pictures
show the surfaces in following order:

. Rendered image
. Highlight lines of the original surface
. Highlight lines of the corrected surface

Please notice that while rendered image seems to be
smooth, highlight lines disclose irregularities.

<P SIS ol AP SOE A ISzl ol sl o PPt o S A A |

Figure 8: Surface S1 in its original and corrected form

Figure 9: Surface S2 in its original and corrected form

Figure 10: Surface S3 in its original and corrected form
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Figure 11: Surface §4 in its original and corrected form
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Figure 12: Surface S5 in its original and corrected form
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Abstract

In this paper we give an approach for approximating the 3D non-metrical Minkowski distances with digital dis-
tance measurement tools. We also present a chamfering algorithm for fast computation. The distance measurement
is based on weighted neighborhoods and the optimal weights are found by comparing the corresponding spheres

of the distance functions.

Categories and Subject Descriptors (according to ACM CCS): 1.3.5 [Computer Graphics]: Computational Geometry

and Object Modelling

1. Introduction

The most usual distance measurement tool in digital image
processing and in discrete geometry is the Minkowski one,
which is also known as the L, one. The general formula of
Lp in n € N dimension is as follows:

i 1/p
(Z|q:‘—ri|p) , for0< p< oo,
iz

n -
max(lg; —ril), for p = oo,

q,r e R".

The L, distance is the Euclidean one, and L; is denoted
as Neumann or city-block distance, while the Lo as Moore
or chessboard distance. It is also known that the general
Ly ,1 < p < oo distance measurement function is a metric,
that is the following conditions hold:

o Vg,reR": Ly(q,r) >0, Lp(q,r) =0 < g=r (positive
definite),

o Vg, reR": Ly(q.r) =Lp(r,q) (symmetric),

o Vg, rs € R": Ly(q.r)+Lp(r,s) > Lp(g,s) (has the tri-
angle inequality).

If p < 1, the third condition fails. For more details see
1,15

The purpose of this paper is to find an approximation
of L, for 0 < p <1 in 3D. This investigation is a natu-
ral continuation of our former work for 2D ''. We also aim

to present a quick tool to implement the approximation in
the digital domain. Such an effective algorithm is chamfer-
ing !, which can process a distance map processing an input
set using neighborhood functions. First, we have to describe
the geometric structure which is used for approximating L,
, and we also have to describe the mathematic properties of
the approximation.

2. Overview of the approximation

The approximation of L, is performed in a geometrical ba-
sis. That is, we approximate the unit sphere of L, ,0 < p <1
with a star-shaped object shown in Figure 1 and 4. The ap-
proximating object is selected to be easily generatable by
local neighborhoods to be able to build quick distance mea-
surement upon it with a fair approximating performance (see
Figure 2).

The boundary of the approximating object in the oc-
tants can de defined by planes defined by 3-3 keypoints
each. In the positive octant these points are the followings:
P;(1,0,0), P5(0,1,0), P3(0,0,1), P4(xq,X0,0), Ps(x0,0,x0),
Ps(0,x0,x0). From these points the following planes can
be defined: R] (P] ,P4,P5). Rz(Pz,P4, P(,). R3(P3,P5.P6). The
corresponding keypoints in the other octants can be gained
by changing the signs of the coordinates. However, symme-
try makes it sufficient to investigate the positive octant only.

The three planes intersect at the point Xj (x,xy,x;). The
intersecting point of two planes and the plane defined by x
and y axes is Xo(xo,x0,0). The approximation can be im-
proved further, if we make X, independent of the intersect-

81




Hajdu, Téth / Approximating non-metrical distances

ing point of the planes, see Figure 3. By this improvement
we can divide the investigation to special and general types.
That is, our main goal is to find xg and x;.

(a) (b)

Figure 1: The L, sphere with p = 6/10 (a), and its approx-
imation with the star, where m = —1/3, (b).

Figure 2: Approximating the L, , p = 6/10 sphere with the
approximating object m = —1/3.

(a) (b)

Figure 3: Different types of the approximating objects. The
difference is in the number of the defining planes, and thus
the coordinates of xy. The special case (a) is constructed
by 24 planes, while the general case (b) is constructed of

48 planes. For the corresponding selection of x| see Section
5.2,
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3. Distance functions for approximation

We will use neighborhood sequences to define the family of
discrete distance functions for approximating L, ,0 < p <1
distances. A neighborhood is a pair (P,w), where the point
set P C Z7 is finite, and w : P — R> is a so-called weight
function on P, see ', For p € P, w(p) is the weight of p.
Let A be a finite set of neighborhoods. A 3D-neighborhood
sequence is defined as a sequence N = (N;)7; over A, that
is, N; € A for all i € N. Let S3 denote the set of all 3D-
neighborhood sequences. If for some j € N, N; = N;; for
all i € N, then N is called periodic with period j. In this case
we use the brief notation N = NyN>...N;. If j = | then N is
called a constant neighborhood sequence.

We can measure distance by the help of neighborhood se-
quences in a natural way (see e.g. *7- '3 1%). Let ¢ and r be
two points in Z3, and N = (N;)2, € S3, with N; = (P;,w;).
The point sequence S = (g9, 41, ---,qgm|, Where g = qo, r =
gm, and g; — q;—| € P, is called an N-path between g and

m—1
r. The length of S is defined as ¥ w;(gi+1 — gi). The N-
i=0

distance w(q,r;N) between g and r is defined as the length
of a shortest N-path between them, if such a path exists.
The distance function generated by N is denoted by d(N).
For more results on the various families of neighborhood se-
quences, especially on their approximation power, consult
with 1234567891213 1415 In our current investigations
we deal only with constant neighborhood sequences, con-
sisting of symmetric Ng-neighborhoods, see Figure 5. As an
approximating function, we will consider the distance func-
tion:

D = min(d(NX),d(NY),d(NZ)), (1)

where for the neighborhood sequences NX = N,
NY = Ny,

and NZ = N;, with Ny = (Pq,wx),

Figure 4: Basic overlapping case demonstrating special
type of approximation.
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Ny = (Py,wy), N = (P,w;), where P =
P = P = {(1,0,0),(-1,0,0),(0,1,0),(,0 —
1,0),(0,0,1),(0,0,—1)}, and we introduce WX, WY
and WZ for the weights of a step into the direction of x, y
and z respectively, see Figure 5.

Figure 5: The neighborhod of a point p in 3D. WX =W =
E, WY =N =S8and WZ = U = D, respectively.

The disc of D will be referred shortly as a star and denoted
by Bp. Our aim is to find optimal WX, WY and WZ values
which case the corresponding star approximates the best the
L, sphere for 0 < p < 1. Note that taking the minimum to
define D is the key step to extend the former approaches e.g.
existing for Ly with 1 < p L.

3.1. Chamfering

It is a natural requirement to obtain distance maps rapidly,
thus, several algorithms were proposed for this aim. One of
them is chamfering ', which calculates distance maps using
weighted 6-, 18- or 26-neighbohoods in 3D, such that the
chamfer distance of two points is just the length of any 26-
connected path between them having the minimal sum of
weights.

Chamfer distance transformations are performed in two
(forward/backward) scans over the source using weighted
neighborhoods.

In the forward step, the procedure starts from the one cor-
ner of the source, moves from left to right and from top to
bottom, using the forward mask. In the backward step this is
reversed.

To find a 2-pass chamfering algorithm for our purposes,
we recall the idea (1) of taking the minimum of more dis-
tance functions. Namely, we calculate more distance maps
simultaneously, based on the weighted neighborhoods. The
number of the maps depends on type of the approximation: 6
maps for the general case and 3 for the special one. Then we
derive the distance map of D as the minimum of the other
maps. Since the temporary distance maps can be calculated
within the same 2-pass chamfering procedure, and final one
in its backward step, our algorithm belongs to the family of
2-pass chamfering algorithms. For more details see o 7.

4. Spheres of distance functions

In this section, we describe the geometrical properties of the
L, sphere, and of the approximating star object, such as vol-
ume, surface and the special points like xo and x;.

4.1. Geometry of the L, sphere

We have to describe the properties of the L), sphere and the
approximatng object, such as volume and surface. After hav-
ing these properties of the unit L, sphere, we can describe
the approximating object forany 0 < p < 1.

4.1.1. Variable substitution

The V volume and S surface of the L, sphere in the positive
octant can be calculated as follows:

1
= NV IRNT
i /x:o./y:o (1 —x"+y7) Pdxdy,(2)
L= dry) | afny) )
S_-/X:()/y:() (1 +_a-{_+a—v> dxdy,(3)

where f(x,y) = (1 —x” +y")'/7 (4)

Unfortunately the complexity of the formulae does not al-
lIow us to compute the surface and volume for arbitrary p. A
solution for that is a coordinate transformation from (x,y) to
(z, @) as follows:

2= (PP,

y

/2
¢® = arctan(;)p ,0<509< g (5)

Then the Jacobi matrix and its determinant for the coordi-
nate transformation can be calculated as:

_|0x/dz  dx/d¢

i [ay/a; ay/d0 ©
cos (¢)*/7 sin (¢)*/7

- _2:.cos((p)(2/’”sin((p) 2zsin (@) 27 cos () | » @)
peos (@) psin(9)

2zc0s (9) /") sin (9) %" (cos (@) + sin (9)?)
= s . (8)
psin(@)cos (¢)

D

4.1.2. The volume of L, sphere
The variable substitution gives us f(x,y) = (1 —z")"/7.
Now, based on (2), we have:
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1 /2
Vi. = fID  dzde
& J2=0 Jo=0

2 !
= & 1 —ig? (l/l’)zd:
p/ﬁo( o,
n/2 —2) —2)
[ cos(@) = sine) = Vdo. @)
Jo=0

4.1.3. The surface of L, sphere

Computing the surface is similarly executed to the computa-
tion of the volume. That is:

-1 n/2

S, = / fID  dde (10)
z 0
/2 oL, \* (oL, \*

4.2. Geometry of the approximating object

The most simple case is if the object is defined by three
planes. We take three points to define one of these planes.
Because of symmetry, the missing points to define the other
planes:

Py(x0,0,x0),  Pa(x0,x0,0), P5(1,0,0)
P{(0,x,x0), P5(x0,%0,0), P3(0,1,0),
P],I ('x07 0"x0)7 Pél (07‘x07'x0)7 Pél(()’ ' ])'

We use the following points in our further computations:

" A(x0,0,x0), B(xp,xp,x1), C(1,0,0). (11)

4.2.1. Surface

In the positive octant, the S surface of the approximating ob-
ject is the union of three deltoids. The A, B, C points defined
as special type of approximation divide the deltoid into two
symmetric parts along its longer diameter. We have to take
the triangle from A, B,C, take its area, and multiply with 6
for the whole surface. Thus the formula for surface is inde-
pendent of x;. That is, the formula for the special type can be
applied for the general type, as well. The area of the trianlge
can be computed e.g. by Heron's formula:

a = (3x} —4xox +2x(2))(1/2),
b = (3.\'%—2x1+])“/2),
& = (2x(2)—2r0+])(‘/2),
. - a+b+c
—F—%
Sobj = 6v/s(s—a)(s—b)(s—c). (12)
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4.2.2. Volume

By computing the volume, the general type is investigated.
The oject considered in special type can be divided by a
plane which is defined by the axis at its node and by the line
x =y =z. The plane described above and the object have two
intersecting points B and C. Moreover, we have to consider
the origin D(0,0,0), and the point A, too. That is, the object,
whose volume is to be computed is a tetrahedron. The base
triangle is composed by points A,C, D, and its height is xy.
The area of the triangle can be computed easily, because the
lenght of the longest side is 1, and its height is x;, see (13).
Tph 6(xo/2))q

T = xpxy. (13)

Vobj = 63~ 3

5. Approximating the L, sphere

We can apply two kinds of approximation for the L, sphere:
"fully covering case” and “overlapping case”. In the former
case the z value of the approximating object is greater than
or equals to the L), one for all the corresponding (x,y) val-
ues. In other words, the star-object covers the L, sphere. In
the overlapping case the star-object and the L, sphere can
overlap.

5.1. Fully covering case
5.1.1. Special type

The simplest case is the natural extension of the 2D case. We
intersect the object and the L, sphere by the plane defined
by the x and y axes. Thus, we have the 2D case. From '' we
have:

X0 —5{=Ye),

In the special case X is the intersection point of three planes
in the octant:

X0
s

Xl =

As Lp is concave, we only have to investigate the func-
tion in some special points. These are Xg(xp,xp,0) and
Xj (x1,x1,x1), respectively. Since we have chosen X as the
extension of the 2D approximation, we have to check the re-
lation of the L, and approximating values in (xy,x;.0). In
Figure 6, we present the L, and the approximation values
for several p values. It can be seen, that x; > L, (xj,x1) for
every p.

To analyse the correctness of the approximation, we take
the slice of the approximation on the plane defined be the tri-
angle [(x0,x0,%0), (x0,0,x0), (x0,X0,0)]. In this 2D case the
radius of the sphere and the object is xo and the slope of the
approximating line is m = —1. It it trivial that this approxi-
mation is not optimal in 3D. We try to refine our approxima-
tion.
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5.1.2. General type

It can be a simple improvement to add X; as a common point
of the approximating star-object and L, . In this case, the ap-
proximation objects are triangles, whose nodes are on the L,
sphere. Since L), is concave, this approximation always leads
to the covering case. By solving the following equations:

z=x=y=(1-2" _yp)(l/ﬂ) = _zzﬂ)(l/l’)’
we have (14) forx,g:

By = 80HA, (14)

5.1.3. Results

Table 1 summerizes the approximation results of the cover-
ing case regarding symmetric difference.

5.2. General overlapping approximation
5.2.1. Chosing the value of x|

We need a criteria to measure the accuracy of the approx-
imation. We have chosen the compactness ratio defined as
follows:

CR — volume

area?

The main tasks in general overlapping approximation are
to choose the proper xp and x) points. We have four ideas for
choosing x;. The common expectation is that the compact-
ness ratio of the approximating object and L, must coincide
(CRg, = CRcs).

Figure 6: x; and L, values in (x;,x1,0), p € [0,1].

Case #1 The simple extension of the 2D case, X is the in-
tersecting point of the three planes of the star-object. Also
noted as special tpye of approximation.

_X0a

X0q—2

Xlg = —

Case #2 The slope m of 3D star and the slope m’ of the re-
finement in 2D are the same.

2
Xob

Case #3 The X; is on the L, sphere as in the general cover-
ing case.

X](,:3_]/p

Case #4 As we have two variables (xy and x;), we have
the possibility to add another criterion to the approxima-
tion, such as the volume and the surface values of L,
and the star object have to be the same instead of the

14 X0 Xlq X1h
0 0 0 0
1 1 1
A 1024 2047 59049
10000098  0.00049 69351e-05 -
1 1
2 k7] 5] 3
10 003125 0.01587 0.00412
V4 __Va NG
3 16 Va-32 s
10 0.09921  0.05220 0.02568
V2 _ V2 V3
4 8 V2-16 a7
10 017678 0.09696 0.06415
1 1 1.
5 3 7 9
0 025000 0.14286 0.11111
B e
5 4 V2-8 9
10031498  0.18693 0.16025
V16 _ Ve N
i 4 7168 )
10 037150  0.22812 0.20816
V8 _ B V27
8 K V3-8 9
0 042045 026618 0.25328
V356 Y356 Vel
i 4 V2568 0
0.46294 030118 0.29503
] 1/2 1/3 1/3
0.50000  0.33333 0.33333

Table 1: Approximating Ly (fully covering case).

85




Hajdu, Téth / Approximating non-metrical distances

compactness ratio. We can hold this criterion by having
0< xyy S x5 < 112

VL, = Vobjs SL, = Sobj (15)
where 0 < xg4,%04 < 1/2,0 < x14,x14 < Xog4.

5.2.2. Details of case #2

We take the slice of the approximating object created with
the plane defined by any two axes at origin, then we take the
positive octant from this object. From " we know that the
approximation is made by a star. The approximating star can
be expressed in terms of the slope m’ of the line /;, defined
by the more horizontal side of the star:

Lh(x) = xm' —m'.

The object used by the special approximation can be de-
scribed trivially as a function of the slope m’.

y
A(0,-m,0)
4

x

€(1,0,0)

Figure 7: Finding xy;, by analysing the positive octant in
3D. C is a node of the approximating object, Py and P, are
the intersecting points of two planes of the object, and X, is
the intersecting point of all the six planes of the object in the
octant. fi : x=y,and z2=0, fr: x=y=2z

We analyse the 3D approximation in the positive octant,
see Figure 7. Point C is one of the nodes of the star-object,
while points P, and P, are the intersections of two of the
three planes on the planes defined be axes (x,y) and (x,z),
respectively. Lines a and b is the extension of the segments
(C,Py), (C,P,). These lines have intersection points A and
B with the plane defined by the axis (y,z). The derived 2D
approximation has the slope m’ = —1. In that case the star
must approxiate the 2D L), circle with » = —m. Note thatm is
the slope-property of the original 3D approximating object.

!/
mr

/ /
Xj=mx—mv, X=——F-r—
f() ’ m’—l’

(16)

Xp == : a7

Our goal is to have an approximation where m = m’. Thus,
by an r == —m substitution in (16), we have (17), namely
the point X/ (x},x],0). In order to get the proper X, point,
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we have to compute the intersection of the lines defined as
(X{,C) and by the x = y = z equality:

/ 2

.\'.'] m

X1 = 7 = 3 3
x+l ms—m+1

With the substitution m = x/(x — 1), we have x; expressed
in terms of xg:

1

x(z)-xo—i-l.

5.3. Defining weights for chamfering

For defining the weights for the chamfering, we have to cal-
culate both the slope m of the 3D object, and the slope m’ of
the refinement. For the known xj, we can have

x0
xW0—-1"

For computing m’, we have to compute X| first. For this, we
can leave the third coordiate of Xj. We introduce my as the
slope of ¢} — the projection of the line to 2D. For mg, we
have:

xl
x1—1

mgy —

For the coordinates of intersection point of €] and the
plane of (y,z), we have (0,—myg,0). That is, we have
X (0,—mp,—mg). We have the points B(0,0,—m) and
X1 (0, —mg, —my), thus we can easily compute m’:

i (=m)(=my)
—my — 1

The weights for chamfering are now as follows:

wx =1, wr=-=L wz=;L
= — 1 =)
WX, =1, Wh=s Wh=_g
WXz=-., Wnh=1, WzZ=.

1 -

WXy =gmr, Wha=1, WZ=—3
WXs=-L, wrs=:L, wz=1
WXe =07, WY=L, Wz =1

6. Results

In Table 2, we summarize the results for xo and x; via several
type of approximations.

See Figure 8 for results of overlapping case and for the
properties of the approximating object. For computing the
volume and the surface of the object, we used the xy and x|
values. Thus, we can compare the properties of L, and the
star-object.
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Covering case

Ovelapping case

p Special case General case Case #1 Case #2 Case #3 Case #4
X0 Xy X0, Yig X0q Xig Xop X1 X0 in X04 X14

0.0 0 0 0 0 0 0 0 0 0 0 0 0
0.1 0.00098 0.00049 0.00098 0.00017 2.57e-07 1.285e-07 0.00009 8.155¢-09 2.239¢-08 1.693¢-05 5.437¢-06 3.313¢-08
0.2 0.03125 0.01587 0.03125 0.00412 0.00109 0.00055 0.01346 0.00018 0.00039 0.00412 0.00410 0.00032
0.3 0.09921 0.05220 0.09921 0.02568 0.01662 0.00838 0.06711 0.00480 0.00878 0.02568 0.03447 0.00635
0.4 0.17677 0.09696 0.17678 0.06415 0.06248 0.03225 0.14395 0.02363 0.03916 0.06415 0.09514 0.02749
0.5 0.25 0.14286 0.25 011111 0.13377 0.07168 0.22233 0.05976 0.09313 0.111111 0.17021 0.06528
0.6 0.31498 0.18693 0.31498 0.16025 0.21620 0.12120 0.29346 0.10864 .16337 0.16025 0.24718 0.11483
0.7 0.37150 0.22812 0.37150 0.20816 0.29834 0.17532 0.35573 0.16417 0.24241 0.20816 0.32008 0.17019
35 [(ijig;j ::gs{;:: ‘(;32(’333 ::g;:(?i: :::;-It ij :;3:(});3 0.4:()0‘2 0.22176 0.32572 0.25328 0.38672 0.22675
- Lo bm . B 3: 769 :;:;7864 041153 0.29503 0.44667 0.28162

.S ;33337 5 0.3333: i 133333 .5 133333 0.5 0.33333 0.5 0.33333

Table 2: Results of approximations for several p values.

7. Conclusion, applications

Since we have chamfering for computing distance in digital
space, we can use this rapid approximation in other fields,
too. In database image retrieval there are usually more fea-
tures, which can be used for comparing images. These fea-
tures can be e.g. color, shape and texture. With our approxi-
mating approach, we can find images which are close to each
other in their color feature, but they can be far in texture or
shape.
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Figure 8: The results of the approximation in the overlapping case. The surface and volume values are computed with the
proper xo and x| values computed in the corresponding approximation.
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L,-Optimal Weak-Perspective Camera Calibration
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Abstract

Camera calibration is a key problem in 3D/4D computer vision. Several efficient algorithms have been published
since the late 80’s which try to minimize the error of the calibration with respect to the camera parameters.
Most of them deal with the so-called (perspective) pinhole camera models. This is not a simple goal: the problem
is nonlinear due to the perspectivity. The strategy of these methods is that they estimate the camera parameter
imprecisely first, then accurate parameters are obtained by numerical optimization. Therefore, these methods are
relatively slow. In this paper, we show that the weak-pespective camera model can be optimally calibrated if the
L norm is used. The solution is given by a closed-form formula, thus the estimation is very fast. We show that
the proposed calibration method can be utilized in the problem of 3D reconstruction with missing data. It is also
discussed that the scaled orthographic camera parameters can be estimated in an iterative way.

Categories and Subject Descriptors (according to ACM CCS): 1.4.8 [Image Processing and Computer Vision]: Scene

UnderstandingMotion

1. Introduction

Camera calibration is a key problem in 3D/4D computer vi-
sion. Several efficient algorithms have been published since
the late 80’s. There are well-known solutions * '® to calibrate
the perspective camera. These methods give a rough estima-
tion of the parameters first, then this estimation is refined
using numerical optimization. The affine, weak-perspective
and scaled orthographic camera model have not been consid-
ered separately, to our best knowledge. They are only consid-
ered as auto-calibration problems. Mathematically, the prob-
lem is a factorization one: the so-called measurement matrix
should be factorized into the product of the camera and the
structure parameters.

The classical factorization method for the full case — when
the measurement matrix is factorized into 3D motion and
structure matrices — was developed by Tomasi and Kanade'*
in 1992. The weak-perspective extension was published by
Weinshall and Kanade '°. The factorization was extended to
the paraperspective '’ case as well as to the real perspec-
tive ' one.

The problem of missing data has already been addressed
by Tomasi and Kanade '*. They proposed a naive approach

which transformes the missing data problem to the full ma-
trix factorization by estimating the missing entries. Shum
et al. '> proposed a method to reconstruct the objects from
range images. Their method is successfully applied to the
Structure from Motion (SfM) problem by Buchanan et al. *.

The mainstream idea to the factorization with missing
data is to factorize the rank 4 measurement matrix into affine
structure and motion matrices which are of size 4. (The
Shum-method 23 also computes affine structure and mo-
tion matrices, but the size of those matrices is 3.) This can
be done by the mathematical method called Principal Com-
ponent Analysis with Missing Data (PCAMD). This prob-
lem has been already pointed out by mathematicians since
the middle 70’s ''. These methods can be applied directly
to the SfM problem as it is written in *. Hartley & Schaf-
falitzky © proposed the PowerFactorization method which is
based on the Power method. Power method is an iteration
to compute the dominant n-dimensional subspace of a given
matrix. Buchanan & Fitzgibbon * handled the problem as
an alternation consisting of two nonlinear iterations to be
solved. They suggested using the Damped-Newton method
with line search to compute the optimal structure and motion
matrices. We have also proposed a factorization method *
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which assumes scaled orthographic camera. This algorithm
is repeated here in brief. To our best knowledge, there is no
other factorization method which deals with scaled ortho-
graphic or weak perspective camera models.

We consider the weak-perspective camera calibration and
factorization in this paper. The weak-perspective methods
can be used for perspective reconstruction if the elements
of the measurement matrix are multiplied with the corre-
sponding projective depths as it is proposed by Sturm et
al. 13, or the perspective camera parameters can be estimated
from weak-perspective camera reconstruction. Finally, the
results can be refined by the well-known bundle adjustment
method °.

2. Problem statement

Given the 3D coordinates of a static object’s points and the
2D coordinates of their projection in the image, the aim of
the camera calibration is to estimate the camera parameters
which represent the 3D — 2D projection.

Let us denote the 3D coordinates of the i point by X;.
Y;, and Z;. The corresponding 2D coordinates are denoted
by u;, and v;. The perspective (pinhole) camera projection is
usually written as follows

uj
vi | ~CIR|T]
1

(1

where R is the rotation (orthonormal) matrix, and 7T is the
translation vector between the world’s and camera’s coordi-
nate systems. (These parameters are usually called the ex-
trinsic parameters of the perspective camera.) The ‘~" sign
denotes equality up to scale. The intrinsic parameters of the
camera are stacked in the upper triangular matrix C .

If the depth of object is much smaller than the distance be-
tween the camera and the object, the weak-perspective cam-
era model is a good approximation:

Xi

| ]~ n @

where M is the motion matrix consisting of two vectors as
M = [my,m>]", t is a 2D offset vector which locates the
position of the world’s origin in the image. In the weak-
perspective camera model, the rows of the motion matrix
are not allowed to be arbitrary, they must satisfy the orthog-
onality constraint m']"mz = 0. A special case of the weak-
perspective camera model is the scaled orthographic one,
when m{ml = mgmz.

If the affine camera is considered, there is no constraint:
the elements of the motion matrix M may be arbitrary.
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3. Camera Calibration

In this section, the weak-perspective, the scaled ortho-
graphic, and the affine camera calibration is discussed. The
goal of the calibration is to minimize the reprojection error
in the least squares sense. The reprojection error is written
as

N » Xi ||
Y [ ',]—[Mlt] Y; 3)
i=1||L Vi :
where N is the number of points to be considered in the cal-
ibration, ||-|| denotes the L, (Euclidean) vector norm. As
Horn et al. 7% proved, the translation vector 7 is optimally
estimated if it is selected as the center of gravity of the 2D
points. These are easily calculated as @ = l/N):{-\_/__l u; and
P=1T/NTY | w3

3.1. Weak-perspective projection

If the weak-perspective camera model is assumed, the error
define in eq. 3 can be rewritten in a more compact form as

2 2
le—mITSH +Hw2—m§SH 4)
where

wy = ug —d,up — ... ,uxy —il, (5)
W2:["1—\7a"2—‘77-~-7VN—‘~']7 (6)

X1 X5 o Xp
S=| Y B .. ¥ |. (7)

Zy 2, ... Zp

If the Lagrange multiplier A is introduced, the weak-
perspective constraint can be considered. The error function
is modified as follows

s+

2
Wy — mgS‘ ’ + lm{mz (8)

The optimal solution of this error function is given by its
derivatives with respect to A, m, and m»:

mleg =0 )
5STmy —Swy +Amy =0 (10)
SSTmy — Swy +Amy =0 (1)

my is easily expressed from eq. 10 as

L
A

If one substitutes mj into eq. 11, and 9, then the following
expressions are obtained:

my = (Sw1 —SSTml) : (12)

1
XSST (Swl — SSTm]) —Swy+Am; =0 (13)

1 g T -
Xml (SW| —SS m.) =i (14)
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If eq. 13 is multiplied by A, then m; can be expressed as
-1
my = (ss"ss"=271) " (s8"swi—Aswo) (1)

where 7 is the 3 x 3 identity matrix. If the expressed m; is
substituted into eq. 14, the equation from which A should be
determined is obtained:

LaTons Ty (SW] —ssTg! (X)A(k)) —0 (16

A
where
A(A) = SST Sw; — ASws (17)
B(\) = SSTssT — a4 (18)
(19)

A(A) and B(X) are matrices which have elements contain-
ing polynomials of unknown variable A. This kind of matri-
ces are called matrix of polynomials in this study. The dif-
ficulty is that matrices A(A) and B(A) should be inverted.
However, this inversion can be written as a fraction of two
matrices. For example, B~ ' () can written as

adj (SsTssT - le)
" det (SSTSST — A2E)

B~'(\) (20)

where adj(.) denotes the adjoint’ of a matrix. It is trivial
that det (B(A)) is a polynomial of A, while adj(B(A)) is a
matrix of polynomials. This expression is useful since the
equation can be multiplied by the determinants of B(A) and
A(N).

If one makes elementary modifications, eq. 16 can be

rewritten as

AT (M)adjB” (L) detB(A)Sw; — SST adjB(L)A(N)
detB(X) detB(\)

=0 (21)

It is trivial as well that eq. 21 is true if the nominator
equals to zero. The Lagrangian parameter A is calculated by
solving the polynomial as follows

AT (V)adiB" (V) (cn-:-tB(x)sWI - ssTaij(x)A(x)) =0.
(22)

This final equation is a polynomial of degree 10. It has
10 complex solutions, but only the real values must be con-
sidered. The obtained real values of A should be substituted
into eq. 15 and the yielded m; and A into eq. (12). Then the
optimal solution is the one which minimizes the reprojection
error in eq. 3.

t The transpose of the adjoint is also called as the matrix of cofac-
tors.

3.2. Scaled Orthography

Scaled orthography is a special type of weak perspective
projection. While the weak-perspective model assumes that
the two base vectors m; and my are orthogonal, a novel
assumption is introduced in the scaled orthographic pro-
jection model: the length of the base vectors are the same
(mlrml = mgmz).

Unfortunately, we have not found a closed-form solution
which minimizes the reprojection error. We have proposed
the following trick in our paper Y published in 2008. If an
initial value of the motion matrix is given, the base vectors
of the motion matrix M can be completed with a third row
m3: its row is orthogonal to the first two rows, its length is
the average of those. Then the motion matrix is a scaled or-
thonormal one: M = gR .The third projected coordinates can
be estimated as w3 = m_{s. Let us introduce the measure-

T
ment matrix W = [w{ w2T 3 wﬂ , then the reprojection error
is given as follows

W —qRS] [} . (23)

where ||-|| denotes the Frobenius-norm of a matrix?. This
is the well-known registration problem of 3D pointsets in
matrices S and M. The optimal solution has been already
published ! 7-# except the estimation of the scale ¥ which is
given in the appendix. (The appendix describes the compu-
tation of the optimal translation and rotation as well.)

3.3. Affine Camera

The affine camera is the simplest one: the projection is rep-
resented by a 4x4 matrix with no constraints. This matrix
represents the camera orientation as well as the translation
and affine distortion. The reprojection error is given as fol-
lows

|IW — MagsSase 7, (24)

where M is the affine motion matrix, Sy is the 4 x P affine
structure matrix. The calibration problem is linear with re-
spect to the elements of M. The optimal solution is calcu-
lated as follows.

Mg = WS' (25)

where { denotes the so-called Moore-Penrose pseudoin-
verse.

4. Structure from Motion with Missing Data

In this section, it is described how can the above discussed
methods apply to the factorization problem.

 The Frobenois norm of a matrix is the sum of the square of all
elements of the matrix.
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The proposed method is a down-hill alternation to mini-
mize the reprojection error defined as follows

o (v -pan[ 7])

where M is the motion matrix consisting of the camera pa-
rameters in every frame, structure matrix S contains the 3D
coordinates of the points. (Points are located in the columns
of matrix S.) ‘@ denotes the so-called Hadamard productk.
and H is a the mask matrix. If H;; is zero, then the j’h point
in the i’ frame is not visible (missing). If H;; = 1, the point
is visible. Remark that the motion matrix M in this formula
consists of the motion matrices of all the frames.

2
(26)

F

Algorithm 1 Summary of scaled orthographic factorization

M) 1) 5O« parameter Initialization
A, WO ;O 70  complete(H, WM (0 5©)
k<0
repeat
k< k+1
M*)  M-Step(H, WK sk=1))
Ww® « Complete(W,H 0¥ s*=1))
SM)  s-Step(A,W*) m'k))
W)« Complete(W.H M%) s))

¥ 7 - ) (k)
[ o))

verges.

2
con-

F

Each cycle of the proposed methods is divided into the
following main steps:

1. M-step. The aim of this step is to compute the motion
matrix M = [M;T.,Mg,..”Mf‘]T and translation vector
[ = [rlT,IzT,...,r,.«]T, where the index denotes the frame
number. It is trivial that the estimation of these subma-
trices are independent from each other if the elements of
the structure matrix S are fixed. The optimal solution is
given by one of the camera calibration algorithms given
in section 3. Note that missing data should be skipped in
the estimation.

2. S-step. Tha goal of the S-step is to compute the struc-
ture matrices if the elements of the motion matrix and
the translation error are fixed. The 3D points represented
by the columns of structure matrix must be computed
independently. (They are independent from each other.)
Missing data should not be considered in the estimation
of course. The optimal solution is given by the Moore-
Penrose pseudoinverse.

The summary of the proposed algorithm is given in Alg. |
and 2. Alg. | shows the skeleton of the factorization for
the scaled orthographic camera, while alg. 2 that of affine

§ A®B=Cif Cij = ajj ~b,‘_,‘.
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and weak-perspective ones. The difference is that the motion
matrices and the measurement matrix should be completed if
the scaled orthographic camera is assumed as it is described
in sec. 3.

Algorithm 2 Summary of affine / weak-perspective (SO)
factorization

MLO),t(O),S(O) <— Parameter Initialization
k<0
repeat

k< k+1

M%) M-Step(H,.W,s*—1)

S®  S-Step(H W .M*))

’H”» (W— [M“')I:W] { S(lk) D

until

converges.
¥

5. Parameter initialization

The proposed factorization method requires initial values of
the matrices. The key idea of our initialization is that the fac-
torization with missing data can be divided into full matrix
factorizations of submatrices as we proposed in *.

|

I

M4

Figure 1: Problem divided into factorization of submatrices.

The Tomasi-Kanade factorization needs at least 3 frames
to compute structure and motion. Therefore, the selected
feature points should be visible in frames 1, 2, and 3 as it
is visualized in the left image of Fig. I. Then the Tomasi-
Kanade factorization '* with the extension of Weinshall and
Kanade ' is run with the selected feature points. Motion and
structure matrices (M and S7) and offset vector 7; are ob-
tained by full matrix factorization. Then another full matrix
is formed with the feature points visible in frames 2, 3, and
4. By applying the factorization, motion matrix M, struc-
ture matrix Sp, and offset vector #, are computed. Matrices
M3, S3, and offset vector 3 are computed from the points
visible in frames 3.4, and 5. This process is repeated until
the matrices My_>, Sp_», and 7> are obtained. The steps
of parameter initialization are summarized in Algorithm 3.
The key problem of the initialization is to register the results
of the new factorization to the already registered ones which
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Algorithm 3 Parameter Initialization

W) < Feature points common in frames 1,2,3.

M,,S|,t; + TomasiKanade(W;)

fori=2to (F—2)do
W; <= Common feature points of frames i,i + 1,i + 2.
M;, S;, t; <+ TomasiKanade(W;)
Put points common in S and §; into S’ and S/, respec-
tively.
Register matrices S” and S to each other.
Update matrices M and S and offset vector ¢

end for

are contained by matrices M, S, and vector ¢. New factoriza-
tion in the i'" cycle can be written as

Wi [ N } - @
The feature points common in S and S; are denoted by S/, and
S/, respectively. These point sets should be registered to each
other by the method described in the appendix. If 5"/ and s;j
denote the j"’ elements of the point sets, the registration is
given by

s qR(s,’-j —07)+oq, (28)

where ¢, R, 01, and 0, are the scale factor, rotation matrix,
center of gravity of the first, and that of the second point
set, respectively. The original structure matrix S; should be
transformed as well. After transformation, the new points are
added to the point set S.

The last two rows of M; and 1; are inserted at the end of M,
and 1, respectively, if the matrices M; and #; are transformed
as follows:

M; sMiR", (29)
ti— ti+M;or — ‘llM,'RT(J], (30)

The parameter initialization can be applied for both the
weak-perspective and the scaled orthographic camera mod-
els. The difference is only that different motion constraints
are considered in the factorization as it is proposed by Wein-
shall et al. 5.

The affine parameter initialization is very similar. There
are two differences:

e The factorization of the submatrices are carried out by a
Singular Value Decomposition. The four most dominant
singular value, and the corresponding vectors should be
kept.

e The registration of the factorized submatrices is a linear
problem. It is done using the pseudoinverses of the com-
mon matrices.

6. Tests on synthesized data

Several experiments with synthetic data have been carried
out to study the properties of the proposed methods. Three
methods have been compared: (i) SO Scaled Orthographic
factorization, (II) WP Weak-Perspective factorization, (iii)
AFF: Affine factorization.

We have examined three properties of the reconstruction
as follows.

1. Reconstruction error: The reconstructed 3D points are
registered to the generated (ground truth) ones as it is de-
scribed in the appendix. This registration error is called
reconstruction error in the tests.

2. Motion error: The row vectors of the obtained 3D motion
matrix can be registered to that of the generated (ground
truth) motion matrix. This registration error gives the er-
ror of the motion.

3. Time demand: The running time of each algorithm is
measured. The given values contain every step from the
parameter initialization to the final reconstruction.

In order to compare the affine methods listed above to
the proposed alternation algorithm, the computation of the
metric 3D structure is carried out by the classical weak-
perspective Tomasi-Kanade factorization. The 2F x 4 affine
motion is multiplied by the 4 x P affine structure matrix, and
a full measurement matrix is obtained. Then this measure-
ment matrix is factorized by Tomasi-Kanade algorithm '
with the Weinshall-Kanade '* extension.

All of the methods were implemented in Java. (The code
will be available from the Internet soon.) The tests were run
on an Intel Core4Quad 2.33 GHz PC with 4 GByte mem-
ory. The implementation is a single threaded one, we plan to
make it multi threaded in the future.

6.1. Generation of the measurement matrix

The input (measurement matrix) is composed of 2D trajec-
tories. These trajectories are generated in the following way:
(i) Random three-dimensional coordinates are generated by
a zero-mean Gaussian random number generator with vari-
ance O3p. (ii) The generated 3D points are rotated by ran-
dom angles. (iii) Points are projected using scaled ortho-
graphic projection. (The scale parameter itself are generated
by a continuous uniform distribution with boundaries 0.5,
and 1.5.) (iv) Noise is added to the projected coordinates. It
is generated by a zero-mean Gaussian random number gen-
erator as well. Its variance is set to Gp. (v) Finally, the mea-
surement matrix W is composed of the projected points. (vi)
Motion and structure parameters are initialized as it is de-
scribed in Sec. 5. For each test case, 25 measurement ma-
trices are generated and the rival reconstruction methods are
executed 25 times. The results shown in this section is cal-
culated as the average of these 25 executions.
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Figure 2: Structure of mask matrix.

6.2. Generation of the mask matrix

The mask generator algorithm has three parameters: (i) P:
Number of the visible points in each frame, (ii) F': Number
of frames, (iii) O: Offset between the neighboring frames.
For our synthetic tests, offset was set to O = 2.

The structure of the generated mask is illustrated in Fig. 2.
The missing data ratio in the matrix is calculated by the fol-
lowing equation: mdg, = 100PF / (F (P + (F —5) 0)).

General remarks. The tests show that the SO algorithm
outperforms the other methods in every test case. This is
not surprising since the test data have been generated using
scaled orthographic projection. This is true for the recon-
struction error as well as the motion error. The second place
in accuracy is given to the proposed weak-perspective (WP)
method which is always better than the affine one, but it is
slightly less accurate comparing to the SO method.

Examining the time demand, it is not clear which is the
fastest and the slowest method. The WP algorithm is al-
ways faster than the SO one, but the affine (AFF) method
can be faster as well as slower than the rival algorithms.
The affine factorization is slow when there are huge amount
of input data. It is because a full factorization * must be
applied after the affine factorization to obtain metric recon-
struction, and this can be very slow due to the Singular Value
Decomposition. However, this SVD-step can make faster if
only the three most dominant singular values and vectors are
computed. Unfortunately, the Jama Matrix Package (JAMA)
which we used in our implementation does not contain this
feature. As it is shown in *, there are several methods which
implement affine reconstruction. We showed earlier ? that
the fastest method of those is the so-called Damped-Newton
algorithm, which is significantly faster that our affine imple-
mentation.

Error versus noise (Figures 3 and 4) The methods are
run with gradually increasing noise level. The reconstruc-
tion error increases approximately in a linear way for all
the methods. The test sequence consists of 100 frames, and
P =500 was set. The missing data ratio is 35.72%. The noise
level is calculated as 1006, /63

The test indicates that the SO algorithm outpowers the ri-
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val ones, and the WP method is better than the affine one
as it is expected. However, SO needs the most time to finish
its execution, and the faster method is the proposed weak-
perspective one.
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Figure 5: Reconstruction and motion errors and time demand
w.r.t. number of points.

Error versus number of points (Figures 5 and 6) P in-
creases from 200 to 500. (The missing data rate decreases
from approx. 70% to 40%.) The noise level is 5%, and the
sequence consists of 100 frames. The conclusion is similar
to the previous test case: the most precise model is given by
the SO algorithm, the second one is the WP method. The
difference is not significant. However, the weak-perspective
reconstruction is much faster than the scaled orthographic
one.

Error versus number of frames (Figures 7 and 8) F
increases from 20 to 190. The missing data ratio increases
from 5% to 70%.The noise level was 5%, and P = 500 was
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Figure 7: Reconstruction and motion errors and time demand
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set. In each test case, the most precise algorithm was the one
consisting of the scaled orthographic camera model, but it is
the slowest one as it is expected. The accuracy of the weak-
perspective factorization is better than the affine one both in
structure and motion reconstruction.

7. Test on real data

We have tested the proposed algorithms on our ‘Cat’ se-
quence. The cat statuette was rotated on a table and 92 pho-
tos were taken by a commercial digital camera. The regions
of the statuette in the images were automatically determined
as it is demonstrated in fig 9.

Feature points were detected using the widely used KLT
algorithm, and the points were tracked by correlation-based
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Figure 8: Time demand and missing data ration w.r.t. number
of frames.

Figure 9: Original images and corresponding masks of ‘Cat’
sequence.

template matching method. The measurement matrix of the
sequence consists of 2290 points and 92 frames. The missing
data ratio is 82%.

The 3D reconstructed points are visualized on Fig. 10. We
have tested every method and we have compared the time de-
mand of the methods: the running times of the atfine, scaled
orthographic, and weak-perspective factorization were 484,
199, and 99 seconds, respectively.

Figure 10: Reconstructed 3D points of ‘Cat’ sequence.
Left: Affine. Center: Scaled Orthographic. Right: Weak-
Perspective.

8. Conclusion

We have presented the calibration algorithms of the weak-
perspective and scaled orthographic cameras. The calibra-
tion of the weak-perspective camera parameters are given by
a closed-form formula, while that of the scaled orthographic
one is being obtained by an iteration. The proposed methods
are successfully applied to the structure from motion with
missing data problem. The novel algorithms are more accu-
rate than the state of the art affine reconstruction. The scaled
orthographic is a bit more precise and significantly slower
than the weak-perspective one.
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Appendix A: Optimal 3D point set registration

Given two point sets, both containing N points, the goal
is to minimize the registration error with respect to the
rotation matrix R, scale factor s and 3D offset vector o.
The registration error is defined by the following formula:
Y™ | (a;— (sRb; +0))" (a;— (sRb; + 0)), where a; and b;
are the i’ 3D vector of the first and second point set, respec-
tively. Horn et al. ® proved that the registration error defined
above is minimized optimally with respect to the offset vec-
tor if o is the difference between the centers of gravity of the
two 3D point sets.

Let us subtract the center of gravity from the datasets.
Let denote the i points of the new point sets by a’ and b/,
respectively. The registration error is modified as follows:
¥, (a} —stﬁ)T (aj — sRb}) Tt can be shown by calculat-
ing the derivative of the error function with respect to R
that the minimization problem is equivalent to maximizing
the Y | sa]” Rb] expression w.r.t. R. Scale vector does not
influence the maximum, thus the problem is to maximize
Y™ a/TRb!. Arun et al. ! proved that if the SVD of matrix

zvzl b§a§T is UDVT | then the optimal solution is R = VU .

Let us rotate the second point set by R. The rotated
vectors are denoted by double prime: b = Rb}. The reg-
istration error becomes Y, (a] — sb]’ )T (af —sb}). The
scale factor can be calculated optimally by differenti-
ating the registration error with rescpect to the scale:

3l (sb§’Tb,’-' —aTp) ) = 0 The solution is given by the
following formula:s = Z?/:l a,'-Tb§'/Zf-V:] b",»Tb",-. Note that
Horn et al. ® also proposed a formula to compute the scale,
but their solution is not optimal.
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Accuracy Analysis of an Enhanced Peak Detector

Tibor Kovacs, Department of Automation and Applied Informatics, Budapest University of Technology and Economics

Abstract

A novel peak detection method is discussed in this paper applied for an active triangulation laserscanner. The peak detector is
used to find the initial point of a line tracker algorithm. The focus of the development was on the accuracy. Six other widely
used peak detectors are compared to the discussed one from this viewpoint.

First part of the paper describes the motivation of the development and sumarizes previous results. The second section
presents the methodology of the development. Third section describes the defined peak detector. In the fourth part the six
concurrent peak detectors are presented and compared to the defined algorithm. Finally the conclusion and some application

examples are demonstrated.

1. Motivation

The research touched in this paper was started when computer
graphics in Hungary was low represented in electronic media. The
accuracy, safety and efficiency of the industrial production was not
widely enhanced by image processing systems. Nevertheless, it
could be seen that this field of computer science was developing
dynamically.

Industrial branches absorbing scientific results induced more
research and innovation. At first this advancing effect was
considerable in visual culture, because the advertisement market
was more potent then industry. More and more films, titles,
multimedia publications produced by animation and digital
modeling technology were appearing. In the film industry a
competition was evolved for the more and more dazzling,
compelling or often invisible video effects published by a
computer graphics studio. From this time forth it was not only a
visual game; more and more news could be read about budget,
income figures or success of a production from Hollywood. Today
an impressive infrastructure is built behind these results: hardware
elements, theoretical and practical knowledge, and software
technology.

The development was started in this environment. First it was
exciting to create non-existing worlds on the screen simply based
on the laws of fantasy. However, when synthetic scenes could not
be enhanced significantly by tuning of parametric mathematical
models, demand (and the possibility as well) was arisen to get the
reality and convert it to the language of computer. Systems are
existing to extract geometry, surface texture, colour, even the
movement of objects. Furthermore, these systems depending on
configuration serve not only the entertainment industry but help in
medical tasks, installed in the sensing systems of industrial robots,
safety or remote sensing systems, in some cases help sportsmen or
people with handicap.

Unfortunately, this technology is generally expensive. Because
of this reason one of the targets of the research was to apply
cheaper hardware tools and configuration, at the same time
software solutions should reach as high accuracy of 3D CAD
model creation as possible. After some initial success it was

realized that the noise of the workflow degrades the accuracy of
the resulting model. The research target was not to enhance the
accuracy by installing more advanced hardware elements (lower
noise, higher resolution) the statistical integration of the noise
became focused more and more. Naturally, research and
development is not shut down and it is intended to apply the
device in the education or can be a good basis of further R/D
projects.

The intention of my study was to create a low-cost, 3D
scanning system with clear structure. The designed system is based
on the active triangulation principle with line-structured light
source. During the development accuracy was in focus, any other
circumstances — including the speed of the system — were
secondary. The subject of the research was to control, handle
geometrical differences between real and digital model by
software solutions, and how the noise originating from different
sources can be managed.

2. Configuration

The layout of the experimental device includes a light source,
an imaging system, an object table and a computer. The system is
presented in Figure 1.

Object table: The object is set onto a rotating table in order to
creating vertical sections of the object. The table is driven by a
stepping motor connected to the table item by an XL timing belt.
The gear ratio is approx. 1:20, the minimal step of the motor is 1.8
degree, so the table can be rotated by 0.05 degree increment. The
control of the motor is designed based on an ATMEL
microcontroller that handles coils of the motor and the reset sensor
(an infra gate).

The firmware of the controlling card receives commands from
the host computer via serial connection. An elemental rotating
process is divided to three parts because of the safe and accurate
rotating of an object: an acceleration phase, constant velocity
phase, deceleration phase.

The table can be set to the initial position with the signal of the
reset sensor. It is important, because the camera calibration object

97




Fifth Hungarian Conference on Computer Graphics and Geometry, Budapest, 2010

has to be fixed onto the table, and during the calibration it has to
be located and oriented in a well-defined position.

Light source

Figure 1: The configuration of the active triangulation
scanner, with rotational table, laser source and imaging system.

The table can be set to the initial position with the signal of the
reset sensor. It is important, because the camera calibration object
has to be fixed onto the table, and during the calibration it has to
be located and oriented in a well-defined position.

It is planned to build a sliding object table as well in medium
term (Figure 2.). The application using this hardware is prepared to
handle transformations in connection with translational scanning
method.

Figure 2: Rotating table for creating cylindrical sections and
sliding table for producing linearly distributed sections.

Light source: The light source is a He-Ne laser with additional
optics (Harry [1979]). The light beam is to be dispersed to a
vertical line by a cylindrical lens. The quality of the line is
enhanced by a collimating system constructed by two lenses with
focal length of 37.2 mm shown in Figure 3. A temporal coherence
reducing element can be inserted into this optical unit in order to
deflate the disturbance of the speckle noise characterizing laser
systems. This kind of device is the reduced speckle noise light
source of Lasiris (StockerYale [2009]).
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Cylindrical lens

Figure 3: The collimator and the light knife.

Image Sensor: The image sensor is a Lumenera 130C camera
head connected via USB to the host computer (Lumenera [2009]).
The CCD has resolution of 1.3 megapixel. The system is ideal for
programming because a lot of low-level functions can be reached
and the native pixel flow can be got from the CCD. A C++ based
driver was created with a C# interface, because the host
application is coded in C# .NET environment.

Zoom, focus and aperture can be set manually.

Frame: The frame is constructed of aluminium alloy partially
based on ITEM type standard elements. The mechanical design is
focused on the freedom of the development. So the position of
light source, camera can be set, the base angle of the triangulation
can be defined coaxially with the rotating axis of the table. In order
to reduce the unwanted reflections by the elements of the frame all
of the element will be eloxed to black.

Software: The low level parts of the driver application
cooperating with the scanner is developed in C++. Camera driver
and the serial port controller of the motor are encoded in this way.
The higher level functionality of the system is implemented in
NET C#. The visualisation module is constructed using DirectX.

The main application is running under Windows XP operation
system.

3. Accurate tracking of a line

Results are pointing at the expected accuracy of the generated
geometrical model based on probability theory, taking into
consideration circumstances, conditions and algorithms shown in
related publications. Parameter set can be calculated under given
accuracy conditions, as well.

The line tracking method consists of two essential steps. The
first step is a peak detector to find the initial point of the line
tracking with subpixel resolution, applying real coordinate values
instead of integers, in order to reach the maximum accuracy. This
phase is the subject of present paper. A comparison is given
between some widely applied peak detectors from the viewpoint of
accuracy.

In the second step an algorithm is defined for the line tracking,
focusing on the direction finder starting from intensity maximum.
The line tracking is started in two directions from the initial point:
upward and downward. More detailed information about the line
tracking can be found in (Kovacs [2007]).

In order to guarantee the mathematical clarity of theoretical
results a research framework was defined to prove and confirm
statements by measurements.

4. Methodology of research, application

The development has run on two branches. On the one hand
new scientific results was examined, tuned, analysed and
documented in a simulation framework. It was necessary because
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of the specialities of this field. In some cases decomposition or
superposition of signals occur that cannot be studied themselves in
a real environment. For instance a real video signal cannot be
decomposed to a noiseless signal and a neutral noise. The bridge
between the real noisy environment and theoretical algorithms is a
noise modell that can be used by the algorithms of the synthetic
environment. The validity of this noise model is proven in the built
configuration with the installed image sensor. A measurement
environment was designed and built that is described in (Kovacs
[2007)).

On the other hand, the designed 3D scanner device was created
with cooperation of my fellows and students. This system validates
the elaborated procedures on real objects and it serves as a good
basis of further research or using the aggregated knowledge in the
education. To meet this ideal goal the device was designed and
built of open hardware and software elements. It means that
changing or adding items in software or hardware modules are
easy and standardized.

The simulation framework was implemented in Visual Studio
C# and Microsoft Excel - Visual Basic. The driver system and user
interface was developed in Visual Studio .NET/C# system with
support of Direct3D and C++.

5. Finding the initial point: definition of the peak detector

The intensity profile of the light source in a scan line of the
frame buffer is Gaussian (Tradowsky [1971]), and noise originated
from the digitizing process is superimposed onto it. A number of
effects distort the ideal signal in the system. For instance the
geometrical distortion of the imaging system, the non-ideal
features of the laser source and the optical elements, the distortions
originated from the nonideal surface characteristics of the
workpiece (unwanted reflections, errors generated by the
roughness or texture of the object surface) and the noise of the
imaging system. The image consists of two effects:

* The noiseless signal of the laser line with Gaussian
intensity cross section changing the deviation and the
amplitude depending on the geometry and optical
features.

* Noise superimposed onto this ideal signal originating
from a number of sources. This noise is additive, zero
mean. There is no restriction on the distribution of the
noise.

The task is to find the symmetry point of this noisy profile
along a scan line. This point will be the initial point of the line
tracking. The finding process is taken in real domain in the image
space. The result (# coordinate of the initial point of the line
tracking) is real, so this is a subpixel accuracy procedure.

Definition of EGA (Enhanced Gauss Approximation)
algorithm: The initial point of the line tracking can be determined
in the image space defined above along a sample set of a scan line
as the symmetry point of the Gaussian regression. The goodness of
fit is characterised by the minimum of the square error between the
noisy profile and the regression curve. The initial point u
coordinate is calculated as:
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where m is the real u coordinate of the initial point, x; is the u
coordinate of the ith sample element, x is the average of them, y;
the intensity value of the ith sample element, » is the length of the
sample.

The formula is originated from the following idea. A parabolic
regression has to be made on the logarithm of the pattern. The
function to fit:

3= f)= Aexp= 5

After the In operation:

2 2
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The formula used for the regression:

g(x)= B+ B, + Byx;

Written the normal equations the EGA formula can be derived
as a solution.

Figure 4. presents the operation of the EGA peak detector in
simulation environment, figure 5. demonstrates a result in real
environment.
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Figure 4: Working of the EGA peak detector in artificial
environment.
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Figure 5: Working of the EGA peak detector in real
environment.
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It is proven by measurement in the next section, that the EGA
procedure is more accurate then six widely used peak detectors.

6. Comparison

Forest, Salvi, Cabruja and Pous published a comparative
analysis about peak detectors (Forest: Laser... [2004], more
detailed: Forest: New Methods... [2004]). In their work a study
was referred from Fisher and Naidu (Fisher [1996]). In this
publication the five widely applied peak detectors are compared
from the viewpoint of accuracy and noise sensitivity. Henceforth
Forest et al. recommended a sixth one, that is more effective in
noisy environment then the previously introduced five algorithm.
The five detectors are the following:

« Gaussian approximation (GA)

L In(a) —1In(c)
~ 2 {In(a)+In(c)-2-In(b)

* Centre of mass (CM)

c—a

a+b+c

« Linear approximation (LA)

a—c
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* Blais and Rioux detector (BR)
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_ &=
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SE+D)> f(i-1):
o=
S+ < f(i-1):

« Parabolic estimator (PE)

5=l.( a-b )
2 \¢c-2b+a

where Jstand for the subpixel offset, the a, b and ¢ stand for the
three consecutive pixels of the peak, where b is the maximum in
intensity value, f{n) is the image function, g(n) is the filtered

derivative of the image function, X is a real position coordinate.

The sixth algorithm defined by Forest et al. (FA) is a
combination of a noise reduction by a convolution and a first order
differential line detector. Since the laser knife has Gaussian
profile, the task is to find the zero crossing of the first derivative of
this profile, it represents the maximum place of the cross section.

Forest approximation (FA)

X =x,— Yo (5 —%p)
=Y

where x; is the position of the pixel preceding the zero-crossing
position, x; is the position of the pixel after the zero crossing, yy
and y, are intensities of these pixels respectively.

Since the referred source was not detailed enough to
reconstruct measurement circumstances, | have implemented the
EGA and the FA (the best procedure recommended by Forest et
al.) algorithm in one framework for the analysis of the accuracy.
Thus both procedures could be run in the same test environment
with a number of settings. In noiseless case both of them
calculated the position of the maximum with 100% accuracy under
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0.05 pixel resolution. The changed parameters during the
measurement were the following:

* Gaussian profile line width at half amplitude (2, 4)

« Deviation of the noise (zero mean normal distribution noise
with deviation 0.01, 0.02, 0.03)

» Size of the convolution kernel of the FA algorithm (/ (no
noise reduction), 3, 5, 7 window size)

* Noise threshold of EGA algorithm (0.3, 0.5, 0.7)

An item of the test sequence was the following. A scanline was
generated with an ideal noiseless Gaussian profile loaded by the
noise. The maximum position of the profile has been run in
domain x=10...40, with 0.05 pixel steps. Thus one item of the
sequence consisted of 601 measurements. Four parameters above
was changed in sequences, thus 60 test sequences was generated.
The absolute error and deviation of results of EGA and FA
algorithms were highlighted in sequences. The result is presented
visually in Figure 6.
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Figure 6: Comparison of the absolute error of EGA, EGAFIR,

FA
/H\-
* ‘ “‘
I
| I}
4 B
ot g
L .' ﬂ“““\a
4 ’ "\ I 404
Q‘ ; D“-‘f& . ; é@“trﬁ
Ao B\ L A\
faso Hﬂgﬁ%ﬁ#
Figure 7: Comparison of the deviation of error of EGA,
EGAFIR, FA.
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In summary, the FA produces weaker absolute error in 76% of
the cases than the EGA method in spite of applying FIR filtering.
If the same FIR noise reduction is inserted into EGA procedure
than in the FA (EGAFIR), this figure is improving to 96%. In my
experiences the FA is very sensitive to the noise, that can be
explained by the derivative procedure. The EGA is more balanced
taking into consideration the whole measurement. It is presented in
Figure 7.

It is interesting that there is an algorithm based on Gaussian
Approximation among peak detectors published by Forest team
(GA). GA uses three consecutive samples (the central is maximal).
The EGA method takes into consideration all samples of profile
over a threshold. Naturally the EGA approach demands more
calculations, but based on the results it is more accurate. On the
other hand, the EGA method can calculate the line width and the
amplitude if it is necessary opposite to other peak detectors.

7. Conclusion

A novel peak detection method is defined in this paper. The
peak detector is a component of the workflow of a laser scanner
based on the active triangulation phenomenon built in our
department.

The line tracking subsystem of the laser scanner consists of two
steps. The first is finding an initial point of the line following
procedure, the second is the line following itself. In the paper the
Enhanced Gaussian Approximation (EGA) algorithm is defined
and analysed for the former step.

The peak detector works alongside a scanline for the search of
the intensity peak of the laser knife having a Gaussian cross-
section with a subpixel accuracy. The algorithm has been
compared for accuracy to six widely used peak detectors. It is
proven by measurement that the Enhanced Gauss Approximation
(EGA) procedure is the most accurate among the studied
procedures. The absolute error of the peak detection with the EGA
method was smallest in the 76% of measurement cases. If a FIR
Filtering is applied for the EGA, similar to the best of six
reference peak detectors (FA: Forest Approximation), the EGA is
the best in the 96% of measurement cases.

The statistical proof is generated in a measurement framework
programmed in MS Excel/Visual Basic and .NET C##. Results are
used in the scanner system.
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Abstract

Motion-based 3D reconstruction (SfM) with missing data has been a challenging computer vision task since the
late 90s. Under perspective camera model, one of the most difficult tasks is camera auto-calibration which deter-
mines intrinsic camera parameters without using any known calibration object or assuming special properties of
the scene.

This paper presents a novel algorithm to perform camera auto-calibration benefiting from multiple images and
dealing with the missing data problem. The method supposes semi-calibrated cameras (every intrinsic camera
parameter except for the focal length is considered to be known) and constant focal length over all the images.
The solution requires at least one image pair having at least eight common measured points.

Tests verified that the algorithm is numerically stable and produces accurate results. Based on the obtained camera
calibration data, most reconstruction methods using perspective camera model are able to reconstruct the 3D
structure of the object, thus the technique is of great importance for the SfM problem.

Categories and Subject Descriptors (according to ACM CCS): 1.4.1 [Digitization and Image Capture]: Camera cali-
bration

1. Overview application of different constraints (e.g. constant focal length
over all the images). Camera auto-calibration methods using
the Gribner basis theory 'S, and the hidden variable tech-
nique  have been published. These methods could solve the
self-calibration problem from a minimal set of points and
two views. The current paper focuses on the multi-image
extension of the method '* which provides a simple trans-
formation of Grobner basis solution on multivariate polyno-
mial equation sets to generalized eigenvalue problem class
and therefore greatly simplifies the solution.

In computer vision it is essential to determine intrinsic
camera parameters. Having calibrated cameras is fundamen-
tal in many research areas. One of these areas is the well-
known structure from motion (SfM) problem. The aim of
SfM is to reconstruct 3D structure based on pictures of the
original object(s) taken from multiple different camera posi-
tions and orientations.

This study introduces a novel camera auto-calibration
method which benefits from multiple image measurements

Camera calibration is the method to obtain intrinsic camera
parameters. In the past years, a number of different camera
auto-calibration methods have been published. The first ap-
proach was presented in **. The paper proposed a camera
*self-calibration’ method which was able to perform camera
f calibration without using a known calibration object. The
method utilized the Kruppa equations which link epipolar
transformation to the image of the absolute conic. From at
‘ least three camera movements the Kruppa equations can be
< solved for the image of the absolute conic and the intrinsic
| camera parameters can be obtained. The drawback of this
approach is that it requires non-linear solution. An alterna-
tive way is stratification 3 7. First affine structure is recovered
and it is used to solve for the calibration linearly. Another ap-
proach is to explicitly locate the absolute quadric in an initial
projective reconstruction and use it to ‘straighten’ the pro-
jective structure ©. A large number of algorithms have been
published on the basis of these previous approaches with the
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and handles the missing data problem. The method assumes
all camera parameters but the focal length to be known and
fixed focal length over all the images. The algorithm is for-
mulated as a rectangular generalized eigenvalue problem and
refines its solution in an alternating fashion providing accu-
rate results.

2. Fundamental constraints

This section introduces important constraints widely used
for structure from motion and camera auto-calibration ap-
plications as well.

Introduced constraints apply to image point correspon-
dences which are obtained by tracking feature points. The
3D points of an object project to the image plane of the taken
images. A number of these points (features) can be identi-
fied and tracked along these images. The motion of a sin-
gle 3D point defines a motion trajectory. Measured point co-
ordinates on motion trajectories are called point correspon-
dences.

Consider a stereo image pair with two calibrated views
and known point correspondences. As defined in ', the
epipolar (1) and the determinant (2) constraints can be writ-
ten:

x;-'.TFxﬂ' =0 (1)
det(F)=0 (2)

I 11 % . .
where x',- and x j-' denote corresponding point coordinates on

the image planes of the image pair. F denotes the so-called
fundamental matrix encoding epipolar geometry '°. At least
eight independent points are sufficient to recover a unique
fundamental matrix. The application of constraint (2) en-
ables us to reduce the necessary number of points to seven,
however, solution in general is not unique. Applying the
third (5) constraint (introduced later) and assuming a semi-
calibrated camera makes it possible to recover the funda-
mental matrix from only six point correspondences, how-
ever, the solution in general will not be unique again.

This paper focuses on perspective camera model 1. Let C
and C’ denote the camera calibration matrices defining inter-
nal camera parameters. Considering the correlation between
points in the coordinate system of the camera and measured
points in the image planes, the following equations can be
written:

x'j s ij, xf,-i ~ C'x;-c 3)
where (x5, xj-") denotes the 3D points in the camera coordi-
nate system while (x;. xj«i) denotes the 3D homogenous coor-
dinates on the image plane. Substituting (3) into Equation (1)
leads to the following formula:

AT TEC™ 4 = @

The fundamental matrix encapsulating the intrinsic geome-
try between the images can be written as F' = c~TECc™".
Here E is a 3 x 3 rank-2 matrix called the essential matrix.

The essential matrix contains the rotation (R) and translation
(t) which transform a camera of the stereo image pair into
the other camera (E = [t]xR) '. A property of the essential
matrix is that its two non-zero eigenvalues are the same. This
property is the basis of the trace constraint:

2EETE —trace(EET)E =0 (5)

Substituting £ = C'TFC derived from F = C'"TEC™" into
the trace constraint (5) gives the trace constraint for the fun-
damental matrix:

2FQFT QF — trace(FQFT Q)F =0 (©6)

where Q = CC T and C = C’ (fixed internal camera parame-
ters assumed) and noting that camera matrix can be written
as C ~ diag([1,1, §]).

With calibrated cameras, the essential matrix can be de-
rived from the fundamental matrix and the transformation
is invertible. Then the essential matrix can be used to ac-
quire relative pose and orientation between the cameras of
the stereo image pair. In case of calibrated views, this in-
formation is sufficient to perform a structure reconstruction
based on the measured image points.

The next sections investigate how cameras can be cal-
ibrated from measured points using the constraints intro-
duced above.

3. Generalized eigenvalue problem

To perform camera calibration utilizing constraints defined
in Section 2, the necessity of solving a set of multivari-
ate matrix polynomial equations emerges. Having semi-
calibrated cameras the number of variables reduces to one,
but the task to solve a redundant, quadric equation set still
exists. The problem of solving an equation set of this kind is
a challenging task for numerical polynomial algebra.

In the past, a number of studies have been published on
SfM related problems applying different kinds of solutions
to multivariate matrix polynomial equations. These papers
mostly aimed to solve famous minimal problems like the
5-pt relative pose or the 6-pt unknown focal length prob-
lem. The two most widely used methods were the hidden
variable technique and the Grobner basis method. The hid-
den variable technique is presented in ? and '* for both the
5-point relative pose and the 6-point unknown focal length
problem. The current state-of-the-art methods for the 5-pt
relative pose problem are presented in ' and !2. The latter is
based on the Grobner basis method.

The Grobner basis method has proven to be applicable in
many areas of science, however, in '* a new approach was
presented. The coefficient matrix of the multivariate poly-
nomial equations is transformed into a form realizing a new
problem class, the so-called polynomial eigenvalue problem
class.

Using similar notations as in '*, the polynomial eigen-
value problem (PEP) is introduced here as well. Consider
an equation A(A)x = 0 where the matrix polynomial A(A)
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is equal to AW + AWy + -+ AWy + W, where W;
denote n x n square matrices. This equation can easily be
transformed to a new problem class, the so-called general-
ized eigenvalue problem class (GEP) ®. The generalization
of the eigenvalue problem can be written as Av = ABv.

Narrowing the solution to our special case, when [ = 2,
above matrix polynomial can be rewritten to the following
GEP form:

A=( %% ), B=(b@), v=(5) @

GEP is mathematically well studied and a number of
efficient algorithms are available to solve it. However, the
number of solutions compared to the original problem is in-
creased from n to nl.

The next sections explain how GEP is used to support
camera auto-calibration.

4. The proposed method: multi-image polynomial
eigenvalue solver (MPEig)

This section explains the proposed algorithm: MPEig in de-
tails. To have a short overview on the MPEig method, an al-
gorithm summary is presented below which shows the high
level steps of the method.

Algorithm 1 Summary of the MPEig algorithm

W < Initonask, W, image width, image height)
for all image pairs do

Fs(i) +- ComputeFundamental(mask, W)
end for
F's + FilterFundamentals(F's)
for all F fundamentals in Fs do

Wi, W, W} +— ComputeCoeffMatrices(F)
end for
WIS, Wie, W' « AssembleCoeffMatrices(Ws, W/,
W)
A, B « ConvertToRectGEP(W;*“', W[, Wj*“")
fs < SolveRectGEPForMultipleImages(A, B)
f < ChooseFocal(fs)

4.1. Initialization

The MPEig algorithm assumes fixed focal length (f) and
semi-calibrated cameras with zero skew (s), one image as-
pect ratio (r) and known principal point (g, vo) located at the
center of the image plane (image width / 2, image height /
2). These assumptions are common and therefore they can be
made without reducing the applicability of a certain method.
The first step of the algorithm is to modify measured point
correspondences (W) so that they fulfill the assumptions.
Camera calibration matrices (C) are having form: [f s ug;
0 —rf vp; 00 1], therefore the modification is done via mul-

tiplication of a matrix: [1 0 —uq; O —lr }vo; 0 0 1] chang-

ing the coordinate system so that the origin is moved from
the image center (ugp,vg) to (0, 0) and the aspect ratio (r) is

changed to one.
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4.2. Computing fundamental matrices

The method computes the fundamental matrices for every
image pair from at least eight points. A great variety of
fundamental matrix estimators can be used to perform this
computation. A number of efficient algorithms can be found
in %221 For practical reasons we use the method of Hart-
ley '.
MPEig also handles the missing data problem. Due to
camera motion and object shape, it is a usual situation that
the tracked feature points are not visible on every images.
The visibility of measured points are modeled with a vis-
ibility matrix (mask). For computation of the fundamental
matrices only visible points are utilized. Once fundamental
matrices are computed, the missing data problem is not an
issue any more for the proposed method.

4.3. Filtering fundamental matrices

Due to degeneracy of measurements in presence of noise,
it is possible to acquire imaginary, infinite or not-a-number
fundamental matrices. The algorithm simply drops invalid
fundamentals.

4.4. Computing coefficient matrices

Having valid fundamental matrices, the coefficient matrices
of the PEP form are derived. Equation (6) can be rewritten
into matrix polynomial form for each fundamental matrix:
w?Wi + wW + Wi = 0 where w denotes T'f and the coeffi-
cient matrices Wzi, Wli and Wé are of size 3 x 3. For detailed
computations refer to Appendix A.

The above equations can be solved as GEP for each im-
age pair after transformation to the proper form as described
in Section 3. However, MPEig solves all the equations to-
gether.

4.5. Assembling coefficient matrices

The W4, W| and W(f coefficient matrices can be assembled to-
gether to form rectangular matrices: W3, W/““ and W§*“.
See Equation (11) for detailed form. MPEig algorithm oper-
ates on these rectangular matrices making it possible to use
data from multiple measurements.

4.6. Conversion to rectangular GEP form

The GEP solution explained in '* simplifies computations,
however, it has certain limitations from the aspect of multi-
image usability. The fundamental matrix is computed from
only six points. The original fundamental matrix is rewritten
as the components of the null-space vectors for the epipo-
lar constraint (F = xF; + yvF> + F3). This parameterization
is then substituted into the rank constraint (2) and the trace
constraint for the fundamental matrix (6) giving ten third or-
der polynomial equations in unknowns x, y and w = 7': Then
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A = w choice provides the PEP form:
(WCa +wC) +Co)v=0 (8)

Equation (8) is a special case of PEP. It is called QEP
(quadratic eigenvalue problem). The QEP of course can be
solved with GEP. The solution is a number of w = A eigen-
values directly providing unknown camera focal lengths
based on w = - equation. The corresponding eigenvectors
(v) are solved for x,y and therefore they provide the fun-
damental matrices belonging to the camera focal length de-
rived from the current w eigenvalue. This method is numer-
ically stable and generates good results in case of a stereo
image pair. However, as the fundamental matrices serve as
eigenvectors in the solution, the method is not applicable for
multiple images because different image pairs has different
fundamentals, so it is not possible to have a common eigen-
vector for all image pairs.

In this paper the fundamental matrices are computed from
at least eight points uniquely and they are directly substi-
tuted into the trace constraint for the fundamental matrix (6).
The advantage of this solution is that the eigenvector v corre-
sponding to the desired solution w is common for all images
and it is independent from the fundamental matrices. It pro-
vides the basis of the rectangular GEP formalization and the
basis of the solution utilizing multiple-image measurements
(see the next section for details).

4.7. Multi-image solution

Using more data to obtain camera focal length increases ac-
curacy and numerical stability. This leads to the idea to ex-
tend the proposed method to handle the multiple image case.
This section shows how the algorithm is extended.

Shortly summarizing the previous sections, the algorithm
is the following: suppose that m images are available of the
object. In this case n — '"(ﬁ"'_l]l image pairs exist. If the #
image pair has at least eight common measured points, the
i" fundamental matrix Fs(i) can be computed. Let W3, W/,
and Wé denote the coefficient matrices belonging to this fun-
damental matrix as defined in Section 4.4. The coefficient
matrices can be computed for all valid image pairs and the
following rectangular generalized eigenvalue problem can
be acquired:

Al't‘clv — )\‘BI‘EL‘I v (9)
where

Are” - (_MO,‘;W'I __ul/lre('l) N BI‘(’(,‘I = ((I) W;r)m'l ) (]0)

Wy, Wi, and Wi’ matrices are the cumulate coefficient
matrices composed of coefficient matrices derived from all
valid fundamental matrices:

wee—whowzoow)T j=0.2 AN

The problem with Formula (9) is that A and B"" are non-
square matrices, therefore the generalized eigenvalue solu-
tion cannot be applied directly. However, a number of so-
lutions exist to solve the rectangular generalized eigenvalue

problem as well. An efficient method is proposed in . It
computes initial estimates for w and then refines them in an
alternating fashion. It consists of two steps as follows:

1. Initialization

It has been proven that Equation (9) can be transformed
to a lower dimension by left-side multiplication with the
transponse of B’ (for convenience, transponse is de-
noted with a prime). This transformation reduces the size
of matrices A" and B’ to 3 x 3 so the problem is trans-
formed back to the well-known square generalized eigen-
value problem. In noisy case this transformation can be
used to estimate the noise-free 3 x 3 coefficient matrices.
The initial estimate of w is computed using these matri-
ces.

B/re('l Arer:t = B/revt Breu Y (12)

2. Alternation

The v eigenvector corresponding to w is then computed
as the right singular vector corresponding to the smallest
singular value of (A" — wB™“ )T (ATl _ \yprect),
Based on the v eigenvector w can be refined according to
the scalar quadric equation: v/ (A" 4+ wB"¢l) (AT —
wB Y. Asw = TI" w must be set to the positive root of
the equation ¥,
Repeating the above steps in an alternating fashion re-
fines w step by step. The algorithm has been proven to
converge. The termination criterion is that the modifica-
tion of w drops below a given limit or a predefined num-
ber of iterations is reached. Achieving this, w is accepted
as a valid solution, the unknown focal length of the cam-
era can be derived from it.

The algorithm in '* aims to find the original (noise-free) A™'
and B™“" matrices. Tests demonstrated that its application
increases the accuracy of the solution. In case of MPEig op-
timization has been executed on all candidate focal lengths.

4.8. Choosing focal length

Equation w?Wj¢ + wW/““" + W{*" = 0 can provide at most
six possible solutions on w. Therefore the proper solution
has to be chosen. As w denotes 71; possible valid solutions
for f correspond to positive, finite and real values of w. How-
ever, in most cases this criterion is not enough to filter out all
invalid solutions. All candidate w values are substituted into
the polynomial matrix equation above. The w value which
minimizes the expression |[w2W;¢ +wW/*" + W || is ac-
cepted and the focal length f is computed from the selected
w.

5. Tests

Several experiments have been performed to study the prop-
erties of the proposed method. Tests have been executed on
both synthetic and real data. The host machine was an In-
tel(R) Core(Tm) Duo T2500 computer with 2.0GHz CPU
and 4Gb of memory (note that program code was written in
GNU Octave which uses only one core).
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5.1. Synthetic tests
5.1.1. Generation of input data

The input (measurement matrix) is composed of motion tra-
jectories. These trajectories are generated in the following
way: (i) Random three-dimensional coordinates are gener-
ated by a zero-mean Gaussian random number generator
with variance o3p. (ii) The generated 3D points are rotated
by random angles and translated by random vectors within
reasonable limits. (iii) A semi-calibrated camera matrix is
generated with random focal length in the range of [1..1000]
(iv) The transformed points are projected onto the image
plane using this camera matrix. (v) Noise generated by a
zero-mean Gaussian random number generator is added to
the projected coordinates. Its variance is set to Gop. (vi) Fi-
nally, the measurement matrix W is formed using the result-
ing coordinates.

For each test case, 25 measurement matrices are gen-
erated and the methods are executed 25 times. The results
shown in this section are calculated as the average of the 25
executions.

5.1.2. Rival algorithms

The proposed method (MPEig) has been compared to other
algorithms.

As MPEig extends the method of Kukelova et al. 3,
their method was chosen first. Throughout the tests PEig6Pt
(polynomial eigenvalue 6-point) will denote the algorithm of
Kukelova et al. Its implementation was downloaded from the
authors’ web page T and was slightly modified to run under
GNU Octave.

Finally, the absolute quadric-based camera calibration in-
troduced by Triggs © was selected to race against MPEig.
In case of identical, semi-calibrated cameras the method of
Triggs is suitable to obtain the absolute quadric from an
overdetermined linear equation set of form Aw = 0 where
w is built up of the elements of the absolute quadric. Then,
camera calibration can be computed easily from the quadric.
In the followings, this method will be called Quadric.

Note that linear means of Triggs” method has certain lim-
itations !¢ as basic properties of the absolute quadric are not
enforced by linear solution. In general, the absolute quadric
will not have rank three and may not be positive semi-
definite. To ensure that the rank of the quadric is three, it can
be rebuilt from its SVD decomposition by setting the small-
est singular value to zero. This modification of the Quadric
(called QuadricRank3 from now on) is also included in our
tests.

Direct constrained numerical optimization ¢ has also been
evaluated as a candidate algorithm to compute the absolute
quadric. However, it has been dropped from tests due to its
numerical instability at high error levels.

t https://cmp.felk.cvut.cz/minimal/6_pt_relative.php
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5.1.3. Initial projective reconstruction

Traditional camera auto-calibration methods (including the
absolute quadric-based ones) require an initial projective re-
construction {P,X;}. Martinec and Pajdla '7 developed a
promising method able to compute the projective reconstruc-
tion even when missing data occurs. They utilized submatri-
ces of rank four of the original measurement matrix which
do not include missing elements. Linear spaces generated
from the rows of these submatrices have been combined to
provide constraints on the basis of the complete measure-
ment matrix. Even though the solution involves the rescal-
ing of the measurement matrix, the method is nearly optimal
if the magnitude of the rescale coefficients is approximately
similar. We have chosen this method to compute the projec-
tive reconstruction required by Quadric and QuadricRank3.
Our implementation is based on the code section found on
the authors’ web page i complete submatrices have been
rescaled using the method of Sturm and Triggs ? and image
pairs and triplets were used to provide necessary constraints
as suggested in 7.

5.1.4. Comparing MPEig to PEig6Pt

Figure 1 shows focal length accuracy of the PEig6Pt
method and the proposed MPEig method with different
numbers of images. Focal length accuracy is defined as
(|(feompurea — fet)/ fer]) where fer denotes the ground truth
focal length while fimpueq denotes the output of the algo-
rithm. During the tests noise level was increased from 0.0
to 10.0 percent in 1.0 percent increments. In both cases 56
point trajectories over 10 images were generated and mod-
ified with Gaussian noise. The PEig6Pt algorithm was ap-
plied to the first two images along with RANSAC ? (assum-
ing an outlier ratio of 50 percent) to find the most suitable
six point correspondences. The candidate focal length pro-
ducing the lowest focal error was chosen each time.

The result shows that MPEig outperforms PEig6Pt even
in the two-image case due to its iterative refinement and ro-
bust computation of the fundamental matrix from 56 points.
It can also be observed that the accuracy of the proposed al-
gorithm increases with the number of images and its numeri-
cal stability is consistently superior. However, such compari-
son of PEig6bPt and MPEig is misleading as PEig6Pt solves
a minimal problem while MPEig has been designed to be
a robust solver. Nevertheless, it is shown that MPEig is a
valuable upgrade of PEig6Pt.

5.1.5. Comparing MPEig to Quadrics

Figure 2 displays the results w.r.t. noise level which was in-
creased from 0.0 to 10.0 in 1.0 percent increments. Number
of points and images have been fixed at 100 and 7, respec-
tively. The test verified that QuadricRank3 behaves better
than Quadric method, however, MPEig outperforms both al-
gorithms. The stable linear solution for the absolute quadric

4 http://cmp.felk.cvut.cz/~martid 1/demoCVPRO5/code
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Figure 1: Focal error versus noise level

does not prove to be stable for the calibration accuracy as the
properties of the quadric are not guaranteed. MPEig solves
for only the unknown focal length and its problem formaliza-
tion implicitly contains all the constraints of the camera. The
running time of MPEig is about 4 seconds which is much
greater than that of the others, however, the latter measure-
ments do not include time demand of computing the nec-
essary projective reconstruction that is in general time con-
suming.

Figure 2: Percentage of focal error (left) and time demand
in seconds (right) versus noise level. Notation is triangle,
rhombus and square for MPEig, Quadric, QuadricRank3,
respectively.

Figure 3 displays the results w.r.t. increasing number of
points. The number of measured points was increased from
20 to 200 in increments of 20. Noise level and the number
of images have been fixed at 7.0 and 7, respectively. Perfor-
mance and time demand of the algorithms is similar to Fig-
ure 2, but accuracy increases with the number of points. The
reason is that, in general, the more points are available, the
more robust it is to compute the fundamental matrix. This is
beneficial for both MPEig and the computation of the ini-
tial projective reconstruction. The execution time of MPEig
increases linearly as it depends on the linear solution for fun-
damental matrices, while quadric methods are still very fast
as their time demand is measured again without that of the
projective reconstruction.

Figure 4 displays the results w.r.t. the number of frames,
which was increased from 3 to 15 in increments of 2. Noise
level and the number of points have been fixed at 5.0 and 56,
respectively. MPEig proved to be numerically more stable
than its rival algorithms and its running time was a slope
quadratic function of the number of images as fundamental
matrices are computed and used for each image pair.

Tests have been executed to examine the performance of

i
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Figure 3: Percentage of focal error (left) and time demand in
seconds (right) versus number of points. Notation is triangle,
rhombus and square for MPEig, Quadric, QuadricRank3,
respectively.
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Figure 4: Percentage of focal error (left) and time demand in
seconds (right) versus number of frames Notation is triangle,
rhombus and square for MPEig, Quadric, QuadricRank3,
respectively.

the algorithm for changing level of missing data as well.
During the test, the measurement matrix was fixed at 56
points and 7 images generated with 3.0 percent noise level.
Tests simulated a step by step increasing amount of miss-
ing data. MPeig performed well, but approaching 80 per-
cent of missing data, the results turned out to be unaccept-
able. For the rival methods, this behavior occurred sooner,
even at about 50 percent missing data ratio. This implies,
that in case of missing data, erroneous measurements have a
stronger negative effect on the absolute quadric-based cali-
bration (and on the computation of the projective reconstruc-
tion) than to MPEig.

5.1.6. Critical motion sequences

Finally, the method has also been tested against critical
motion sequences to obtain degenerate situations according
to 1V:20, For stereo, MPEig fails when the fundamental ma-
trix has all zeros in the diagonal (pure translation, translation
along optical axis with possible rotation around the optical
axis and some other special cases). There are also cases (pure
rotation) when camera calibration is possible but structure
reconstruction is not. When multiple images are available,
the algorithm fails only when all image pairs are degener-
ate. Fortunately this situation is very rare. It is also possible
to drop improper image pairs detecting wrong fundamental
matrices using the degree of fixation indicator ' for diago-
nal elements. However, in noisy case it is not easy to choose
a proper threshold.
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5.2. Real tests

The algorithm was tested on real test data downloaded from
the web page of Oxford University %, Data sets (Wadham,
Merton college) with quasi-constant focal lengths were se-
lected as this is a requirement of our algorithm.

The auto-calibration was based on the two dimensional
image measurements belonging to the data sets. Then the
valid image pairs were processed by a classical stereo struc-
ture reconstruction '¢ based on the previously obtained cal-
ibration data and image measurements. Finally, the sub-
structures acquired from each stereo reconstruction were
registered ? to each other.

As a final step, our bundle adjustment implementation
based on ? has been executed to refine both the calibration
and the structure data. The following is the detailed expla-
nation of the test results.

1. Reconstruction of the Wadham college:

The source data for the Wadham college contains mea-
surements in 5 images with 1331 tracked points. The
missing data ratio is 55%. The calibration ran for 5.66
seconds and provided an average reprojection error of
0.008 pixels for coordinates of measured points. The ap-
plication of bundle adjustment reduced this value to 0.004
in five cycles. The result can be seen on Figure 5. The re-
constructed structure is very accurate, the shape is clear
with well observable right angles. The recovered focal
length was 1148.2 which is judged to be an accurate es-
timate when compared to the camera matrices derived
from the given projection data. The reconstructed struc-
ture was reprojected to the image plane. Some neighbor-
ing image pairs with marked feature points computed as
the reprojection of the reconstructed structure can be ob-
served in the two image pairs at the bottom of Figure 5.

Figure 5: Reconstruction of the Wadham college

2. Reconstruction of the Merton college:
The source data for the Merton college contains measure-
ments in 3 images with 575 tracked points. The missing
data ratio is 25%. The calibration ran for 4.52 seconds
and provided an average reprojection error of 0.12 pixels
for coordinates of measured points. The application of

§ http://www.robots.ox.ac.uk/~vgg/data/data-mview.html
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bundle adjustment reduced this value to 0.08 in five cy-
cles. See the results in Figure 6. The reconstructed struc-
ture is accurate and its reprojection to the image plane
(see the two image pairs at the bottom of the figure) is
close to the original measured points.

Figure 6: Reconstruction of the Merton college

6. Conclusion

In this paper a novel camera auto-calibration method has
been presented. The algorithm is based on the solution pub-
lished in '3, however, the method has been improved to han-
dle multiple images. Utilization of all measured data leads to
accurate calibration and the iterative refinement of the final
results also proved to be beneficial (even in the two-image
case). The algorithm is robust and shows high numerical sta-
bility. Computational time is in seconds range even for huge
measurements matrices. The algorithm handles the missing
data problem which is a common and in most cases an un-
avoidable problem for SfM applications. Finally, tests veri-
fied the applicability of the algorithm for both synthetic and
real data sets. The method outperformed the rival ones.

Appendix A: Reformulation of the trace constraint

Recalling that Q = diag([1,1,w]) and w = 7': the trace
constraint for the fundamental matrix (6) can be developed.
The first step is to evaluate FQF TQ.

o fiz whs Mmoo fa wf
FOFTQ=| fu fo wk fiz S wha
f1 i wha fis f3 wfi

Mt fizfietwhizsfis fufa +hafa2 +whisfs
fafutffiztwhafia fafa+ fofo+whifs
Gt mfiztwhafis  fafa+ fiafn+wfifa

w(fi far + fiafz2) + Wffl3f33
w(f21f31 + faaf32) +w” f23f33
w(fs1 1 + fafs2) + W faafa

—w?A+wB+C

where
0 0 fiafss
A=1 0 0 fafs
0 0 fif3s
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fisfis  fiafz fufsi +fiafin
B=1| fiafis fafiz fafsntffin |,
f3fiz faafs o ffa el

ffuitfizfic fufatfiafz 0
C= | fafm+ffiz fufatfofn 0
Bt fafic fufat+fifn 0

Using this result 2FQF TQF can be written into matrix
polynomial form.

2FQF T QF = 2w’AF + 2wBF + 2CF (13)

Based on the value of FQF TQ, its trace can be calculated
as a function of w.

trace(FOFT Q) = fiy + fia + wfis + f1 +

2 ) 25
rwihtwih twip twifa=w fis + (14

w2

I W T n . 8
w(fi3+f33+ i+ f32) + fit + fir+ f1 + 3

wi wo

Finally, the trace constraint can be reduced to the form
of w*Wy + wW, + Wy by developing (6) using (13)
and (14) where W, = 2AF — whF, W) = 2BF —w) F and
WQ =2CF — W()F.
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Abstract

In this paper we present a method for texturing dynamic 3-D models using calibrated video sequences from multi-
ple viewpoints. To create the texture atlas, we fully exploit the very high redundancy in the input video sequences,
by adopting an actual spatio-temporal perspective, instead of independent frame-by-frame computations. The
main contribution is twofold. First, the amount of texture data is drastically reduced by eliminating redundancy,
which greatly accelerates rendering and helps portability. Second, using several different viewpoint/time appear-
ances of the scene, we can recover from low resolution, grazing views, and reduce the annoying effects of high-
lights, shadows and occlusion. Altogether, our method allows the synthesis of novel views from a small quantity of
texture data, with an optimal visual quality throughout the sequence, with minimally visible color discontinuities,
and without flickering artifacts. These properties are demonstrated on real datasets.

1. Introduction

1.0.0.1. Motivation. In the recent years, several effective
methods for the automatic generation of spatio-temporal
models of dynamic scenes from video have been proposed
137,810 11 15.17.18, 19.21 'However, capturing, processing and
displaying the visual attributes, such as color, of such mod-
els, has been quite overlooked so far.

Surely, the case of static scenes, i.e. 3-D modeling from
photographs, has been extensively studied: there exist sev-
eral established technique * 131420 for creating image-
based texture atlases, while avoiding visual artifacts such as
color discontinuities, ghosting or blurring, which typically
arise from photometric and geometric inaccuracies (varying
light conditions and camera responses, non-Lambertian re-
flectance, imperfect camera calibration, approximate shape,
elc.).

But the case of spatio-temporal models presents addi-
tional challenges. As the reflectance properties of the scene
typically remain constant through time, the time redundancy
in the input video sequences is very high. Fully exploiting
this redundancy requires to adopt an actual spatio-temporal
perspective, beyond independent frame-by-frame texture at-
lases. While the latter involve a prohibitively huge amount
of texture data, spatio-temporal texture atlases are expected
to be much more concise. Potentially, they could also take
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advantage of time redundancy to recover from ambiguities
and deficiencies in the input data.

1.0.0.2. Previous work. To our knowledge, there are only
a few notable works on spatio-temporal texture atlases. In 7
the authors propose to warp all images in a common pla-
nar parameterization of the animated mesh, in order to re-
cover spatially varying surface reflectance properties. How-
ever, this parameterization-based approach involves image
resampling and loss of visual detail, and requires to care-
fully position cuts on the surface to avoid unacceptable dis-
tortion. In contrast, in the vein of several successful static
3-D methods * '3 420 we take advantage of the projective
transformations from the moving surface to the input video
frames, which constitute natural and optimal mappings.

In 223 average textures are computed. First, average im-
ages are generated considering all the cameras, but sep-
arately for each frames. Then, these average images are
merged into one final texture, by substituting the texture of
invisible patches by the texture from the closest frame where
it is visible 2, or by averaging over frames >3. Due to blend-
ing, the results of these methods suffer from undesirable ar-
tifacts, such as ghosting or blurring, that we avoid.

The general principle of our method is to compute an op-
timal partition of the spatio-temporal surface of the scene,
into patches associated to the different input images. The
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problem is cast as a Markov random field optimization: to
this extent, our work is most closely related to those of + 13
for static scenes. In this paper, we reformulate and extend
these works, in order to meet the specific requirements and
issues of spatio-temporal scenes.

1.0.0.3. Contribution. Our method enjoys several remark-
able features. First, we drastically cut down on the amount of
texture data, and thereby we greatly enhance the portability
and the rendering efficiency of the model. Second, we gather
the numerous different viewpoint/time appearances of the
scene, so as to recover from low resolution, grazing views,
highlights, shadows and occlusions which affect some re-
gions of the spatio-temporal model. Altogether, our method
allows the synthesis of novel views from a small quantity
of texture data, with an optimal visual quality throughout
the sequence, with minimally visible color discontinuities,
and without flickering artifacts. These properties are demon-
strated on real datasets.

2. Problem Formulation and Solution

In this paper, we focus on a representation of dynamic scenes
as animated meshes. An animated mesh consists in a se-
quence of meshes with a fixed connectivity (rather than unre-
lated meshes), whose time-varying vertex positions sample
the trajectories of material points. It is a widely used repre-
sentation in computer graphics, especially in computer ani-
mation.

This choice is not restrictive since there exist several
methods for producing animated meshes of real dynamic
scenes, either directly from video 378 10.15.17.21 " or from
time-varying point clouds 022 (the latter being obtained
from video or from fast 3-D scanning hardware).

In the following, we consider a dynamic scene, imaged by
N calibrated and synchronized video sequences composed
of T frames, and approximated by an animated mesh with F
polygonal faces. We note:

o Ins,n€{1.N},t € {1..T} the input images,
o fir, ke {1..F}, 1 € {1..T} the faces of the animated mesh
at the different time instants.

2.1. Principle

Our method is based on two central assumptions. The first
assumption is that the reflectance properties of the surface
do not change through time. Please note that this does not ex-
clude appearance changes between images, caused by non-
Lambertian reflectance, varying shading, shadows and high-
lights along scene motion, or varying lighting conditions.

T One should note that highlights and shadows are necessary for
photo-realistic rendering, but they have to be eliminated from the
input videos and then synthesized depending on the new environ-
ment.

Once this clarification is made, it appears that an overwhelm-
ing majority of real-world scenes fulfill this assumption. The
second assumption is that a mesh face corresponds to a same
material patch throughout the sequence. The animated mesh
representation precisely enforces this property.

Our method exploits these two assumptions to estimate a
normalized appearance of the surface. Let us consider a face
of the animated mesh, and the set of input images in which
it is visible. Our rationale is that among these numerous dif-
ferent viewpoint/time appearances of the face, one or several
of them are likely to approach ambient lighting conditions,
and in particular to be exempt from shadow and highlights.
By assigning each face of the animated mesh to one of these
adequate input images, we can assemble a spatio-temporal
texture atlas which allows the synthesis of normalized views
of the dynamic scene, from any viewpoint and at any time
instant.

Using a constant texture source for a face throughout the
sequence has many desirable outcomes. First, we drastically
cut down on the amount of texture data. The latter do not
scale with the number of frames anymore. Second, if a re-
gion of the dynamic scene is visible once (in any time frame,
from any input viewpoint), it can be rendered throughout
the sequence. If a region is out-of-shadow once, we can dis-
card the shadow throughout the sequence. The same benefits
apply to highlights, texture resolution, and so on. Finally,
we completely eliminate flickering artifacts, i.e. small color
fluctuations in the animation, to which human eyes are very
sensitive.

At this point, a clarification is needed. Rendering regions
of the scene that are not visible in any input image at this
time seems questionable at first sight: no information about
the very geometry of these regions can be expected from
the input data. However, most spatio-temporal reconstruc-
tion techniques are still able to infer relevant geometry and
motion there, by assuming the spatial and temporal coher-
ence of the scene. In turn, our method is able to infer texture
in these regions.

The assignment of faces of the animated mesh to input
images can be encoded by a labeling function

L:{1.F}— {1.N} x {1..T}, (1)

such that Vr, face f;, is textured from image /.. To be
more exact, faces that are not visible in any input image (in
any time frame, from any input viewpoint) are discarded al-
together, and are not considered in the above equation and
in further discussions. Also, we may want to consider only a
representative subset of the original time frames, in order to
keep the computational complexity of our method sustain-
able for very long sequences. The rationale behind the lat-
ter simplification is that, with a sufficient number of frames
with enough variety, the spatio-temporal texture atlas is very
close to optimal, and is not significantly further improved by
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supplemental frames. Remarkably, such an atlas can still be
used to synthesize novel views of all original time frames.

The labeling (1) induces a partition of the animated mesh
into patches. On the one hand, all faces inside a patch get
their texture from the same image, so color is continuous
across edges interior to the patch. On the other hand, at patch
boundaries, i.e. at edges between faces with different labels,
photometric and geometric inaccuracies in the data, in par-
ticular approximate geometry and motion, imperfect camera
calibration, are likely to cause visually annoying color dis-
continuities (seams). Our method is able to compensate for
most of these perturbations. It computes a labeling which op-
timizes visual quality, in some sense formally defined below,
while minimizing the visibility of seams.

2.2. Variational Formulation

More specifically, we adopt a variational formulation: the
optimality of a labeling is quantified by an energy functional
composed of two terms, measuring the local visual quality
and the visibility of seams, respectively:

E(L)= Equalil,v(ﬁ) + MEseams (L) (2

where u denotes a weighting factor. In the rest of this subsec-
tion, we detail some possible definitions of these two energy
terms. Subsection 2.3 describes the minimization procedure
applied to the energy functional.

The visual quality term Egq;y is local: it does not con-
sider interactions between neighboring regions of the model.
Hence we write it as a sum over faces:

F
Equalil_v(c) = Z Ox (ﬁ(k)) ’ 3)
k=1

where O (n,1) quantifies how appropriate image I, is for
texturing faces f; of the animated mesh. We can use differ-
ent criteria to assess this quality.

In previous work on static scenes, several strategies have
been used. In 13, the angle between viewing direction and
face normal is proposed. In 4, the area of the projected face
is advocated instead; in our context, this would write

O (n,1) = —area [Ty (fur)] , 4)

where IT, denotes the projection from 3-D space to video
sequence n. The latter choice would lead to an easily in-
terpretable definition of visual quality: the total number of
texels (texture elements) on the animated mesh.

Nevertheless, the above definitions mistakenly identify vi-
sual quality with visual detail. They fail to account for pho-
tometric aspects such as shadows and highlights. If the 3-D
positions of light sources are known, we can easily estimate
shadow and highlight regions on the spatio-temporal surface,
and define visual quality as the total number of shadow-free
and highlight-free texels on the animated mesh.
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Figure 1: Notations of adjacent faces for term Egeamns.

As this additional information is not available in practice
for all datasets, we propose an alternative approach. Given a
face, we compute its average projected area over all images
where it is visible. To guarantee sufficient visual detail, we
discard all images below average, i.e. we set ¢ to infinity
for these images. For the remaining possible images, we set
Oy to the difference between the actual face intensity and the
median of intensities. Here again, we compute the median
over all images where the face is visible. Unfortunately, we
could not test this criterion in this paper, for lack of datasets
with significant shadows and highlights.

The second term Eyqqns measures how smoothly the color
changes passing from one face to an adjacent. If the two
faces take their textures from the same image, i.e. their label
is the same, then the borderline between them is continuous.
On the other hand, neighboring faces with different labels
are likely to cause seams at the common edge. In order to
minimize seam visibility, the second energy term is defined
as the integral along the seams of color discrepancy between
bordering images.

Further notations are needed to write a formal expression
of this term. (See Figure 1.) Let us denote by e;; a non-
border edge of the animated mesh, adjacent to faces f; and

fi.. We note .?3»‘.,(‘1 ,A € [0,1] a linear parameterization of

e at time T. Notice that the color at a point "j‘k_t on an
edge does not depend on the time frame T, but only on the
selected input image (n,1). We note C},k(”’t) the color at

J‘c'a-‘_k“, extracted from image I,:
C}.A—("J) = I Onn(fi’.k.:) . (5)

With these notations in hand, Eseqms Writes as a sum over
the set £ of all non-border edges:

Eseams(L) = Z lejllwx(L(i), LK), (6)
e, EE

1
vistl) = [ -du@)|an. @

|lej k|l is computed as the average length of the edge over all
frames.
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2.3. Optimization Procedure

It must be noted that y; is a semi-metric: V£, €' ¢" €
(LN} x {1.T},

o Wj.k(€~£2 =0,
o Yik(00) =y (', 0)>0,
o Wik(60") Sy w0, 0).

This still holds with any metric on colors instead of the usual
Euclidean distance in RGB color space.

This has an important practical consequence: it allows us
to minimize the energy functional (2) with ct-expansion 612,
It consists in translating the labeling problem, which is gen-
erally NP-hard, to a succession of binary minimum cut prob-
lems. Efficient solutions to these min-cut problems are de-
scribed in 5. The whole process monotonically decreases the
energy and is guaranteed to converge to a strong local mini-
mum, thereby ensuring a close-to-optimal seam placement.

In our implementation, we use the graph cuts
minimization ~ software by O. Veksler (http:
//www.csd.uwo.ca/~olga/code.html) and
by V. Kolmogorov (http://www.adastral.ucl.
ac.uk/~vladkolm/software.html).

2.4. Texture Atlas Creation

We could synthesize novel views from the input video se-
quences using multiple passes of projective texture mapping
. However, the creation of a single rectangular texture map
is very desirable: it increases the rendering efficiency and al-
lows to output portable animated 3D formats. To build such
a spatio-temporal texture atlas, we consider the binary masks
representing the useful regions in the different images: M,
is the projection in I, of the associated patch:

My =T | | Sl - (®)

L(k)=(n1)

We first apply a morphological dilation to the masks with a
square structural element of a few pixels, in order to provi-
sion for automatic texture minifying during rendering. We
then compute a connected component decomposition, yield-
ing a list of texture fragments. We pack the latter using a
classical first-fit decreasing strategy: we place the fragments
in decreasing order of size, at the first available slot found
along a scanline search in the atlas. Finally, we set the tex-
ture coordinates of the vertices of the animated mesh accord-
ingly. Thus, the final output of our algorithm is compatible
with standard 3D viewers.

3. Experimental Validation
3.1. Input Datasets

In order to validate our method under real conditions, we
tested it on three challenging datasets: ’crane’, ’'samba’

Figure 2: Some views of our test datasets. From left to right:
two input images, two views of the animated mesh. From top
to bottom: ’crane’, 'samba’ and ’swing’ datasets.

and ’swing’, that were made available online by the
authors of 2! at http://people.csail.mit.edu/
drdaniel/mesh_animation/.

Each dataset consists of 8 calibrated and synchronized
1600 x 1200 color video streams. "crane’ and ‘samba’ are
composed of 175 frames. ’swing’ is composed of 150
frames. The datasets also include an animated mesh of the
dynamic scene, of approximately 10K vertices and 20K
faces, obtained in accordance with >!. Figure 2 displays some
views of these datasets.

3.2. Compared Methods

On each of the datasets, we compare four different meth-
ods, which we call "single-frame’, "single-frame optimized’,
"multi-frames’ and 'multi-frames optimized’.

The ’single-frame’ and ’single-frame optimized’ meth-
ods both compute independent frame-by-frame texture at-
lases. The ‘single-frame’ method greedily maps each face
to the highest-quality input image of the current frame. The
'single-frame optimized’ achieves a trade-off between visual
quality and visibility of seams, similarly to * 13,

The "multi-frames’ and “multi-frames optimized’ meth-
ods both compute a single spatio-temporal texture atlas. To
limit computational expense, we build this atlas from a sub-
set of the input time frames, namely 10 uniformly distributed
time frames, with no noticeable deterioration of the results.
The *multi-frames” method greedily maps each face to the
highest-quality input image among all viewpoints and all se-
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‘multi-frames’  ’multi-frames optimized’

Figure 6: Color-coded partition of the surface obtained on
the 'samba’ dataset, with two different methods.

Figure 7: A sample spatio-temporal texture atlas.

lected time frames:
L(k) = argn}za’x(bk(n.t) .

Finally, the 'multi-frames optimized’ method is the one
described in this paper. Let us mention that the 'multi-
frames optimized’ method degenerates to the 'multi-frames’
method when setting the weighting factor i of Egeams to zero.

In all these experiments, we use the number of texels (4)
as the visual quality measure.

3.3. Results

The results of the four atorementioned methods on the
‘crane’, ‘'samba’ and ‘swing’ datasets are compared in Fig-
ures 3, 4 and 5, respectively. Due to space limitations, we
only show three views for each method and each dataset,
synthesized at three different time instants.

Also, for illustration purposes, Figure 6 displays the par-
tition of the surface obtained on the ’samba’ dataset with
the "multi-frames’ and the 'multi-frames optimized’ meth-
ods. Finally, Figure 7 displays a sample spatio-temporal tex-
ture atlas, obtained from the "swing’ dataset.

3.4. Discussion

These results clearly demonstrate one major advantage of
multi-frames methods over single-frame methods: the ability
to cover temporarily hidden regions as well, which results in
significantly smaller untextured regions in novel views.

Another drawback of single-frame methods is also appar-
ent in these results, particularly in the accompanying videos:
the incoherence of surface partition across time frames pro-
duces small color fluctuations, known as flickering artifacts,
to which human eyes are very sensitive.
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The poor results of the 'multi-frames’ method reveal
the important geometric inaccuracy of the input datasets
(approximate calibration, geometry and motion). This in-
accuracy prevents from naively assembling a satisfactory
spatio-temporal texture atlas from input images that are very
distant, in viewpoint or in time. Remarkably, our method
(’multi-frames optimized”) turns out to be robust to such im-
perfect data, indicating that a global optimization of surface
partition is essential for the success of our approach.

At the same time, our experiments highlight a limit of
spatio-temporal texture atlases: if very detailed geometry
and motion, such as creases of clothes and facial expression,
are not modeled in the animated mesh, they cause a viola-
tion of our central "constant reflectance’ assumption. As a
result, these variations are averaged out by our approach.
This explains the visually intriguing static faces visible in
our results.

Besides, we should note that our method does not explic-
itly take photometry into account, and although our method
could evolve in this direction, in this paper we deliberately
adopt an orthogonal approach: we estimate a plausible dif-
fuse map of the scene by automatically discarding complex
photometric effects. Our method, though it has limitations,
is simple and easy to implement, and our results show sig-
nificant advantages compared to frame-by-frame texturing.

4. Conclusion

We have proposed a method to create high-quality spatio-
temporal texture atlas for dynamic 3-D model. The texture
map is built using a set of calibrated video sequences by
exploiting its high redundancy. We represent the dynamic
scene as animated mesh with fixed connectivity, and as-
sume the reflectance properties of the surface to be constant
through time, which is valid for most real-world scenes.

The main contribution is twofold. First, we drastically
cut down on the amount of texture data, and thereby we
greatly enhance the portability and the rendering efficiency
of the model. Second, we gather the numerous different
viewpoint/time appearances of the scene, so as to recover
from low resolution, grazing views, highlights, shadows and
occlusions which affect some regions of the spatio-temporal
model. We have demonstrated the advantages of our method
compared to single-frame texturing on real datasets.
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Masodfoku kozelités implicit feliiletek sikbeli leképezésére

Molnar Jézsef, Csetverikov Dmitrij

Magyar Tudomanyos Akadémia
Szamitastechnikai és Automatizalasi Kutatéintézet

Absztrakt

A Level-set modszerekben hasznalt nem paraméteres, tobbnyire eldjeles tavolsagfiiggvénnyel adott feliilet-
reprezentdcioval szamos alkalmazasban taldlkozhatunk. Bizonyos alkalmazdsok az egymdsnak megfeleltetett
részletek elemzésevel oldanak meg problémadkat. Konkrétan a gépi latas olyan teriiletein, ahol nagyfoki
robosztussag kovetelmeny, gyakran talalkozunk a keresztkorreldcio eszkozevel. Az egymdsnak megfeleltetett
képrészletek kozotti korreldcio pontos méréséhez tobb, esetenként egymasnak ellentmondo feltételnek kell
megfelelni. Egyfelél a korrelacios ablak minél nagyobb mérete lenne kivanatos a lokalisan
informdcioszegény, vagy az dsszetéveszthetd (ismetlédo) texturdakkal biro feliiletek esetén. Masfeldl viszont a
méret novelése ellen hat a szokdsos, feliiletek lokalisan sikokkal torténd kozelitése és/vagy a sikokra valo
vetiiletek képezésének elsofoku kozelitése. Célul tizziik ki a fenti problémdktol mentes kvadratikus

transzformadcio levezetését.

Kulcsszavak: implicit fellletek, vetlletek kdzétti transzformacié, kvadratikus transzformacio

1 BEVEZETES

1.abra: A probléma érzékeltetése

Gyakori eset, példaul a sztereé rekonstrukcié
problémanal, amikor fénykép- (video)felvételek
elemzésekor kell megfeleltetéseket keresnink a
képrészletek kozott. A megfeleltetés egyértelmiisége
és a robosztussag kovetelménye gyakran vezet a
keresztkorrelaci6 hasznalatahoz. Ez egy adott pont
korili képrészletek 6sszehasonlitasaval torténik.
Figyelembe kell azonban venni a részletek kozott
varhaté olyan eltéréseket (torzulasok), amelyek a
megfigyelt felllet és a felvételeket készité eszkdzok
tulajdonsagaib6l elére kiszamithatok. Ezek az
elézetesen figyelembe vehet6 tulajdonsagok az
eszkdzok esetén vetitési fuggvények (kalibracioval),
a megfigyelt felllet esetén pedig annak valamilyen
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invarians differenciadlis mennyisége (tipikusan a
normalvektora). Kérdés, hogy talalhatunk-e olyan, a
gyakorlatban is haszndlhatd, a szokasosnal
magasabb rendi kozelitéseket, amelyek hasznalata-
val pontosabb rekonstrukciora szamithatunk.

A fentieket formalizaljuk: a tér minden pontjanak
leképezését ismertnek tételezziik fel, azaz minden

S € R’ -hoz ismeriik az X; = X, (S) y, = y,.(S)
i=1,2 fuggvényeket. Meghatarozand6 az S egy
ismert pontjanak az 1. kamerabeli (xl, yl) képétol
(dxl,dyl) pixeles poziciéban levé pont kézelité

helyzete a 2. kamerabeli (xz, y2) képéhez, azaz

keressik a dx, =7(d)q,d){) dy, = gldx,dy) koze-
lit6 fuggvényeket, a (dx,dy) ,atvetitesst” (dx,dy; )-

be. A keresett fliggvények nyilvan fiiggenek a
megfigyelt fellletelem jellemz6itél és a teret a
kamerakra képez6 fliggvényektdl (1.abra).

2 KOZELITESEK ES TULAJDONSAGAIK

Alabb a gyakorlatban hasznalt kézelitések 6ssze-
foglalasa utan bevezetjik a kvadratikus kézelitést.

Nulladik foku kozelités: a fronto-parallel modell




A modell feltételezése szerint (a végeredmény

indulva):  [dx,,dy, | =[dx,,dy, I
Ebben a legegyszer(ibb esetben azt feltételezzik a
megfigyelt fellletelem kicsiny kérnyezete ugyanugy
latszik mindkét kamerabdl. Szigorl esetben ez

iranyabdl

1. az azonos, egymashoz képest a retinalis sikban
parhuzamosan eltolt kamerakkal (vagy
axonometrikus vetitést, parhuzamosan eltolt
kamerakkal), és

2. a retindlis sikkal parhuzamos fellletelemek
megfigyelését

jelenti. A 2. feltétel miatt a kamerak retinalis sikjanak
mindenképpen parhuzamos sikoknak kell lennitk, és
ebben a sikban sem foroghatnak el egymashoz
képest. A gyakorlatban ezen feltételek egy része kis
bazistavolsagu (illetve a bazistavolsaghoz képest
tavoli objektum) medfigyelést jelent kanonikus
elrendezésli sztere6 kameraparral. Ezért az 1.
feltétel egyszerlien teljesiilhet, de a 2. feltétel
teljestlésére altalaban nem szamithatunk.

Mivel a fronto-parallel modell a leképezési
fuggvényekrdl, illetve a  megdfigyelt fellilet
tulajdonsagaib6l informaciét nem tartalmaz, ezért
joggal  nevezhetjik  nulladfokd  kozelitésnek.
Gyakorlati alkalmazasa ma mar ritka.

Kollineacio és affin transzformacio

Az egyik leggyakrabban kozelit6 modell. A vetitési
fuggvényekrél feltételezi, hogy a lyukkamera
modellnek felelnek meg (ez a feltételezés széles
kérben hasznalt), a megfigyelt fellletelemet pedig
siknak tekinti. A levezetést mell6zve a képrészletek
kézotti  transzformaciora a kovetkezé  kifejezés
adadik:

hlxdxl + hlydy]

X,
hy x, +h, y, +h
dx(dx,aﬁl,x )= 3x7"1 3y/1 3z —x
S 1 haxdx1+h3de’1 .
hy X, +h3,vY1 +hs,

h2xdx1 + thdyl

h3xxl + h3yy1 + h3z

Y
dyZ(dxl’dyl,yZ)z 1 h3xdxl +h3ydy1 e

hy x, + h3y Y +hs,

A h,.z az un. homografia matrixanak elemei, amely

tartalmazza a sik normal-egységvektorat és a
kamerak egymashoz képesti (tetszbleges,
merevtest-szer(i) elmozgatasanak adatait. A fenti

egyenletek sajnos nemcsak a [dxl,dy,]T vektort

tartalmazzak a jobb oldalon, hanem az [dxz,dyz]r

pontokat is, azaz nem mindegy, hogy a medfigyelt
részlet 2. kamera képén hova esik. Szokds még a
kollineacio linearizalasaval nyert, un. affin transz-

formaci6 hasznalata is. Gyakorlati alkalmazasuk
széles korben elterjedt a kamera kalibraciétol [1] a
sztereo rekonstrukciodig [2].

Elséfoku kozelités: a linearis transzformacio

A késbbbiek jobb megértése végett most egy mas

megkozelitéssel (egyfajta elemi uton) vezetink le

linearis transzformaciét a képrészletek kézott. Ez az

elemi Gt j6l mutatja, hogy itt pontosan milyen jellegl

kozelitéseket alkalmazunk:

1. A feluletelemet paraméteres formaban (altalanos
paraméterezéssel) megadhatonak tételezzik fel:

S =x(u,v)e, + y(u,v)ey +z(u,v)e,

2. Ismerjuk a kamerak leképezd fliggvényeit, az

x =x(x,2). y = y,(x,9,2) és
X, =x,(x,9,2). y, = y,(x,9,2)
transzformaciokat.

3. Ekkor a lancszabaly szerint a felilet egy
pontjanak képe korili elmozdulas kozelitése —

mikézben a feliileten egy[du,dv]-vel definialt

pontba tovabb léplink — csak a linearis tagokat
megtartva, matrixos alakban igy irhatdé fel:

o] [EE Yy e aEx xy aE),
_|Ox0u you zou oxdv dyov Ozov

P B T N O
! OxOu OyoOu OzOu Oxov Oyov Oz Ov

Vagy dr,=A,du (Az A, a leképezés Jacobi
matrixa)
4. A 2. kamerara ugyanez a mivelet elvégezve,

valamint a [du,dv] vektort az 1. kamera

egyenletébdl kifejezve (Al'1 szorzassal), és a 2.

kamera egyenletébe helyettesitve megfeleld
atrendezések utan kapjuk a kovetkezé formulat:

MR
=A A, =A , ahol az
dy, dy, dy,

A matrix:
5. A=A2A;‘——l [

_ |Vx2nVy1| |Vx,an2|
[VxnVy,|

|Vy2nVyl| |Vxany2|

jelolésben: ‘uvw[ =u- (v X w)

amely egyenletbdl latszik, hogy a linearis transz-
formacié matrixanak elemei a projekcidk gradiensei-
nek, és a felllet normal-egységvektorainak vegyes
szorzatabol allé mennyiségek. Azaz mind a vetitési
fuggvényeket, mind a megdfigyelt elemi fellletet
linearisan kozelité figgvényekbdl all 6ssze. Ha az A
matrixot toérténetesen egy olyan funkcionalban
alkalmazzuk, ahol az ismeretlen fliggvénytnk éppen
a megfigyelt felllet, akkor az ismeretlen fliggvény
aspektusabol felirhatd:
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A= A(x,y,z,nx,ny,nz)= A(S,n).

Kvadratikus transzformacio

A fenti linearis transzformacioé bizonyos esetekben

elégtelen lehet:

1. Kulénféle okok miatt, pl. nagyobb homogén
régiok, ismétlédé mintazat esetén nagyobb
fellletelemek 6sszehasonlitasara lenne kivanatos.
Ekkor a medfigyelt feliletelem pontjainak az
eltavolodasa az érintésiktél (azaz a felllet
gorbulete) nem elhanyagolhatdé a vizsgalt
tartomanyban.

2. Viszonylagosan nagy bazistavolsag esetén a
leképezés linearis kozelitése nem kielégitd.

A kollineaci6 a vetitési fluggvényeket (csak
lyukkamera modell esetén) egzakt formaban
tartalmazza, de kizarélag akkor hasznalhaté, ha
megfigyelt feltletelem sik. Ha az 1. probléma is
fennall, akkor errél a lehetéségrél le kell mondanunk.
Az els6foku kozelités mintajara megkisérelhetd olyan
masodfoki kozelité egyenletek levezetése, ahol
mind a projekcios fliggvények, mind a megfigyelt
felliletelem kvadratikusan kozelitettek.

A kvadratikus transzformacié levezetésének elvi
lépései

A kvadratikus transzformacio |étesitése a kép-
részletek kozott nem olyan ftrividlis feladat, mint a
linearis transzformacional volt. Egyrészt a fellépd
differencidlok a masodik hatvanyon is szerepelnek,
azaz nem folyamodhatunk egyszerli inverz-
képzéshez, masrészt a paraméterezéstdl vald
elszakadds, azaz az invaridns mennyiségek
meghatarozasa nem megy egyszerli eszkozokkel
(atrendezések, atzarojelezések). Az alabbiakban a
kvadratikus transzformaci6 levezetésének elvi
|épéseit foglaljuk dssze.

1. lépés
A feltletet most is altalanos koordinatakkal adott:

S =x(u,v)e, + y(u,v)ey +z(u,v)e, (1)

Ennek a fellletnek egy elemi részletét két kameraval
(i. és j.) figyeljuk meg. A medfigyelt részlet egy
pontjgnak  képkoordinatait  ismerjik  mindkét

kameran, ezek: [x,,7,] és [x,,, ] koordinatak.
A fellilet egy rogzitett pontja korili — ennek a pontnak
a pixeles koordinatai [x,., y,.]T— (du,dv) elmozdulas

hatasa az i. kameraképen, amennyiben a masodfoku
Taylor polinomos kozelitésrél feltesszik, hogy
kielégitd:
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dx, =-aﬁdu+%dv
ou ov

2 2 2
B [_a % 339 % gg , F dﬁ]

El ou* ouov ov?
Jel

= xi (du,dV)

0y, 0y,
=—Ldu+—Ld
b, Ou ! ov Y

o) 2 2
+l a—};"a'uz+2ﬂdudv+—alzidv2 2)
2\ ou oudv ov

Jel

=0, (du,dv)

Most a linearis transzforméacié levezetésének
mintdjara, a 4. pontjanak megfeleléen a (2)
masodfok( egyenletrendszert kellene (du,dv)-re
megoldanunk.

2. |épés

Ehelyett azonban (és ez a legjelentésebb eltérés), az
inverz transzformaciorol feltessziik, hogy szintén jol
kozelitheté egy masodfokd Taylor sorral:

du = Qu(dxi’dyi)

dv = Qv(dxi’d.yi)
ahol azonban a sorfejtés egyitthatéit ismeretlennek
tételezzik fel. A (3) egyenleteket (2)-be helyette-

sitve, tovabba feltéve, hogy a dXx,,dy, differencialok

@)

kicsinyek ugyan, de tetszélegesek, végil a
masodiknal magasabb foku tagokat elhagyva (azaz
ahol egy szorzat tényez6i hatvanykitevéinek 6sszege
ketténél nagyobb), a (3) ismeretlen egyutthatdira
fuggetlen két ismeretlenes linearis egyenlet-
rendszereket kapunk (6sszesen 5 darabot), amelyek
kénnyen megoldhatok. Megkézelitésunk helyességét
igazolja, hogy a (3) elséfoku egyitthatokra a (2)
elséfoku tagjaibol all6 matrix (a Jacobi matrix)
inverze adodik csakigy mint a linearis transz-
formécio esetében, tehat (3) kvadratikus egyenletek
a linearis tagjai a éppen az el6z6 pontban leirt
linearis transzformaciot valésitigk meg, a tovabbi
tagok a tiszta masodrendi hatasokért felelések.

3. lépés

Most az el6z6 |épésben kapott (du,dv) értékeket egy,
a masodik kamerara felit masodfoku Taylor
polinomba helyettesitjiik (a linearis transzformacio 4.
Iépésével analog modon), és a kapott egyenleteket
az el6zd |épéshez hasonléan egyszerisitjik, azaz
minden olyan tagot elhagyunk, ahol a tényezdk
(du,dv) szerinti Ossz-hatvanya ketténél nagyobb.
Ezzel a |épéssel a kivant format kapjuk:




dxj = ij (dxi’dy",du,dv)
dy, = Qyj(dxi,dy,,du,dv)

Az egyetlen probléma, hogy az egyenletek a kiindul6
|Iépésnek megfelelden a fellletre jellemzd mennyisé-
geket az (ismeretlen paraméterezésnek megfeleld)
paraméteres formaban tartalmazzak. Célunk tehat a
(4)-ben du és dv invaridns mennyiségekkel helyette-
sitése.

(4)

4. 1épés: invarians egyenletek

Az utols6 I|épés a paraméteres mennyiségek
kikiiszébolése, hiszen implicit felliletek esetén a
paraméterezés ismeretlen. A |épés most egyaltalan
nem olyan trividlis mint a linearis transzformacio
esetén, ahol szinte csak .,észre kellett venni” a
paraméteres  mennyiségek moégoétti invarians
tartalmat.

A fellépé mennyiségek két csoportba sorolhaték. Az
els6 csoportba tartozok a feliletnek csak az
elsérendl derivaltjait tartalmazzak, és egyszerl
atrendezéssel, atzardjelezéssel felismerhetd6 a
fellletre jellemzd elsérendl invarians mennyiség: a
felllet normal-egységvektora. Ezek a mennyiségek
(tenzorok) felelések egyébként a perspektivikus
hatasért.

A masodik csoport azonban nem ilyen egyszer(i. A
paraméteres forma tartalmazza a fellilet masodrendu
paraméteres mennyiségeit is, és semmilyen azonos
atalakitassal nem sikerdlt invarians formara hozni. A
cél elérése érdekében sziikség volt egy kilénleges
konstrukciora, amely a felllet érintésikjaban specialis
paraméterezéseket (lokalis bazisokat) valésit meg,
és amelyek segitségével a fellletelem masodrendi
mennyiségei invariansokat tartalmazé alakot cltenek!
Ezt a paraméterezést az egyszer(iség kedvéért egy
megfeleléen valasztott konstans vektor generalja.

A paramétervonalakat a kdvetkezéképpen konstrual-
juk: a valasztott konstans vektor meghataroz egy
parhuzamos sikhalmazt. Ezeknek a felllettel valé
metszetét nevezzikk ,u” vonalnak, és az erre
merdleges, a feluleten futdé vonalat pedig ,v"
vonalnak. Ha ezen paramétervonalakat ivhosszuk
szerint jarjuk be, akkor érintévektoraik és a fellleti
normalvektor ortonormalt bazisrendszert alkotnak.

A konstrukciébdl addédoan a levezetett transzfor-
maci6 a fellilet azon pontjain nem értelmezett, ahol a
valasztott sik egybeesik a felllet érintésikjaval. A
szokasos eljaras ennek a kikuszobolésére, hogy
mindig a ,vilag’- koordinatarendszer biztositotta
sikok kozil a legmegfelelébbet valasztjuk.

Végil ezekben a bazisokban kifejezve a (4) egyen-
letben szereplé, a feluletre jellemzé masodrend(
mennyiségek invarians alakot vesznek fel. A

fentieket formalizalva (S, , S, ,n a lokalis rendszer):

1
s=}nxc| S =—nxc_ S =nxS
’ u S , v ll’

(N = Su x SV = n)
Ekkor: 0,8, =(S,V)-S,, 4,8,=(S,V)-S,,
avSu = (SuV) S ? avSv = (va) S

ce (ex,ey,ez), € nem parhuzamos 1 -nel!

®)

és ahol

v v’

A négyféle projekciés fliggvény gradiensei:
VZ, €(Vxy,Vyg), K =i, aital definialt tenzorok

az invarians mennyiségekre atfogalmazott (4) egyen-
letek épitdékovei:

TVZK = _(VZK : avSv Busu + (VZK : ausv Busv 6
+ (VZK ’ avSu )SvSu . (VZK ’ auSu )SVSV

Uy, = [n]x '(VVZK)' [nL 7)
A pont a skalaris szorzas jele, az [nLa normal-

egységvektor ,kereszt tenzora™ [n]x ‘V=NnXV

minden V-re. A T tenzor fenti forméaja j6| mutatja,
hogy az érintésikban értelmezett (kétdimenzios)

tenzor, amely reprezentansa az S, S, bazisban a

zarojeles mennyiségekbdl alld matrix. Amig az U
tenzor kizarolag a vetitési fliggvény masodrendi
jellemzéit tartalmazza (perspektiva), addig aT -k a
felulet masodrendi jellegzetességeit (gorbulet) is.
Ezek alapjan a (4) a fellletre jellemz6 mennyisé-
gektdl valo fliggésében igy irhato fel:
dx; = QXI.(S,n,Vn)

dy,=0,,(S,n,Vn)

Azaz egy funkcionalt minimalizalé ismeretlen S
fuggvény aspektusabdl a (8) egy olyan kvadratikus
transzformacié, amely tartalmazza az ismeretlen
feltlet mellett annak els6- és masodrend( invarians,
differencialis mennyiségeit.

(8)

A kvadratikus transzformacié egyenletei
Jelolések:
A linedris transzformacié matrixanak elemei:

Vx nVy, ‘inanj‘
a, = dpp = )
VxnVy,| VxnVy,
Vyjnvyi ‘innvy_/’
a = Ay =
VxnVy, VxnVy,|
A matrixelemek kéz6s szorzojanak négyzete:

1
L |innVyi|2
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Ezek felhasznalasaval a végeredmény a kovetkez6
formaban irhato fel:

[dx dy{ Vy,-P-Vy, —Vy,-P-Vx,:|[dx,j|

[dx,}zA[dx}_'.ﬂ © 7 -Vy,-P-Vx, Vx,-P-Vx, | dy

dy, dy,| 2 [ dv{Vy,.Q-Vy, —Vy,‘Q~Vx,:|[dx,i|
YT =V, -Q-Vx,  Vx,-Q-Vx, | ady,

Ahol

P all(UV.r, +TVx,)+a12 (UVy, +T, )_ (UVXI- +Tv;,)

Q=a, (UVx, +Ty, )+ ay (UVy, +T, ) = (UV)', T+ Tv_v, )

Formalisan olyan, mint egy tenzorokra felirt affin
transzformacio:

|:P}_ A UVx, +TVx,-
Q Uy, +T5,

Uij + TVx/
vaj + TVy,

3 EREDMENYEK

Az els6 sorozat a levezetett eredmények
helyességét illusztralja. Az objektumok — térusz és
gémb — implicit modon, eldjeles tavolsag-
fuggvényikkel (signed distance) adottak. Mindkét
sorozatban a masodik kamera az érintésikkal
parhuzamosan lat (azaz az érintésik egy vonalnak
latszik). A szamitasok eredményein megfigyelhetd,
hogy a valasztott pontokban az alakzatokat érint6é
paraboloidok, a gémb esetén forgas-paraboloid
(2.abra), toérusznal paraboloid-nyereg (3. abra)
adodik megoldaskeént.

2.abra: gébmb kézelitése
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3.abra: térusz kozelitése belsé nyereg-pontjaban

Az alabbi szintetikus képsorozatok az eredményeket
mutatjdk be egy-egy jellegzetes nézetben. A
sorozatok elsé képe az 1. (i.) kamera altal mutatott, a
masodik és harmadik a 2. (j.) kamera altal mutatott
képek. Az eredmények a linearis és a kvadratikus
kozelitések alkalmazhatosagi tartomanyanak jelen-
t6s eltérésérét szemléltetik. A harmadik sorozat
(térusz) kilonésen érdekes abban a tekintetben,
hogy az elsé kép négyzetének kvadratikus
transzformaltia nem egyértéki a masik kamera
képén, Onmagaba visszafordul, azaz a toérusz
,hatoldalara” mutat.

A masodik kép a 2. kameran a linearis, a harmadik a
2. kameran a kvadratikus transzformacioé eredménye.

4 EGY LEHETSEGES ALKALMAZAS

A fenti eredmények egyfajta tobbkameras
rekonstrukcié tipus [3] mindéségének és meg-
bizhatésaganak javitasa érdekében szilettek. Az
emlitett alkalmazas egyik f6 problémaja a jobb
mindség érdekében alkalmazott nagyobb korrelacios
ablakok esetén tapasztalt instabilitas. Varakozasunk
szerint ezt a hatrany sikeril nagymértékben
csokkenteni. A tesztek folyamatban vannak, az
eredmények megfelel6 mennyiségl informacié utan
kertlnek publikalasra.

5 ILLUSZTRACIOK
A 4. abra mutatja be a képsorozatok készitésének

kérilményeit, ezzel a konfiguracioval készilt a 2.
(g6bmb) sorozat.




6 OSSZEFOGLALAS

A kvadratikus kozelités szolgaltatta egyenletek nem
egyszerlek, de jol programozhatok. A [3] (alap)
rekonstrukci6 és kvadratikus valtozatanak az
Osszehasonlitasat szolgald tesztek éppen csak

elkezdédtek. Jelenleg még nem all rendelkezésre
| = elegendé mennyiségli adat ahhoz, hogy tudjuk:
&/ N pontosan milyen feltételek mellett (a rekonstrukcid

.Szabadsagfoka” igen nagy, a térbeli racsmérettdl a

korrelaciés ablak méretéig, a felllet texturazott-

sagatol a kamerak szamaig stb.) milyen mértéki

® javulas varhaté a rekonstrukci6 minéségében. Az

elsé eredmények szerint 20-30%-os javulas varhato

4 .abra: a sorozatok készitésének kérilményei: a a megoldas-feliilettél valé eltérés mértékében. A
piros pont az i. kamera, a kék a j. kamera helyzetét, szamitas alapja az ismert (szintetikus) megoldas-
a sarga vonalak az optikai tengely iranyat mutatjak. felllet vertexeinek atlagos tavolsaga a rekonstrukcio-

val kapott felulettdl.

2. sorozat: Linearis és kvadratikus kozelités gémban 1.

3.sorozat: Linearis és kvadratikus kdzelités téruszon
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Abstract

The optical aberrations of human eyes, as well as, those of other optical systems, are often characterized with
the Zernike coefficients. The corneal surface is also frequently represented in terms of the Zernike functions.
Although, the corresponding coefficients are normally obtained from measurements at discrete points and via
discrete computations, the developers of the corneal measurement devices and evaluation programs could not rely
on the discrete orthogonality of the Zernike functions. Recently, meshes of points over the unit disk were found
and reported that ensure the discrete orthogonality of the Zernike functions. In the present paper, we report on our
experimental results concerning the precision of the Zernike-based surface representation over the unit disk. The
test surfaces considered herein include centrally positioned and shifted cones, pyramids, and some cornea-like
surfaces.

Categories and Subject Descriptors (according to ACM CCS): F.2.1 [Analysis of algorithms and problem com-
plexity]: Computation of transforms, G.1.2 [Numerical analysis]: Approximation of surfaces and contours, G.1.4
[Numerical analysis]: Error analysis, and 1.3.5 [Computer graphics]: Curve, surface, solid, and object representa-
tions.

1. Introduction implementation '>. Some initial results concerning the preci-

sion of the Zernike-based representation and reconstruction

The optical aberrations of human eyes, as well as, those
of other optical systems, are often characterized with the
Zernike coefficients. The corneal surface and its aberrations
are also frequently represented in terms of the Zernike func-
tions. Although, the Zernike representation of an optical sur-
face or a system is normally obtained from measurements at
discrete points and via discrete computations, the developers
of the relevant measurement devices and programs could not
rely on the discrete orthogonality of the Zernike functions,
as it was not known whether it exists, or not. In 2005, how-
ever, the discrete orthogonality of the Zernike functions over
the unit disk was proven, and appropriate meshes over the
unit disk were constructed that ensure this orthogonality ©.
In the present paper, we continue reporting our experimen-
tal results concerning the representation and its precision
achieved using the aforementioned meshes and the Zernike
functions. The achievable precision of the discrete orthog-
onality has been already looked at via an earlier software

of cornea-like surfaces is in press. In the present paper, we
will look particularly at the error functions resulting from
the Zernike reconstructions.

ORN
RN
’.:.&»‘e.

Figure 1: An example of the Zernike functions: Y33.
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Figure 2: The first twenty-one Zernike functions arranged
in a triangle. This arrangement corresponds to the common
indexing of the Zernike functions.

In the rest of this introduction, the Zernike functions and
their parametrizations are touched upon. Then the signifi-
cance of these functions in ophthalmology — concerning eye-
modelling and eye-related measurements — is pointed out.

In the subsequent sections, we elaborate on how to com-
pute Zernike coefficients in an efficient manner and discuss
our experimental results concerning the Zernike-based rep-
resentations of test surfaces and their precisions.

1.1. The Zernike functions

The orthogonal system of Zernike functions was introduced
by Fritz Zernike — a Dutch physicist and Nobel prize winner
— to model symmetries and aberrations of optical systems
(e.g., telescopes) '. In Fig. 1, one of the Zernike functions —
namely Y;3 — is shown as an example.

In Figs. 2 and 4, small gray-toned renderings of the first
few Zernike functions are shown in two different pyramid-
like arrangements. The figures show two possible ways of
indexing (ordering) the Zernike functions. The indexing rep-
resented in Fig. 2 is widely used in the literature, while the
indexing represented in Fig. 4 is convenient when dealing
with the discretisation proposed in ©. The latter indexing of
the Zernike functions corresponds to the ¥, notation used
above. This notation is defined in Section 2.

00

Figure 4: The Zernike functions of Fig. 2 arranged
into a trapezoid. This arrangement corresponds to the
parametrization used in this paper. The connecting lines
placed between images suggest the correspondence between
the two index-spaces.

Some of the important and useful properties of the
Zernike system are summarized in paper by Pap and Schipp
cited above. The mentioned paper can be used as a pointer to
a wider range of relevant publications in this topic. In Sec-
tion 2, the continuous Zernike functions and their indexing
used in this paper are presented.

1.2. The Zernike representation used in ophthalmology

Nowadays, the ophthalmologists are quite familiar with the
"smoothly waving" Zernike-surfaces, such as shown in Fig.
1. They use these surfaces exactly in the way as was in-
tended by Zernike, that is, to characterize various symme-
tries and aberrations of an optical system: those of human
eyes. In case of corneal topography, the symmetries and
the aberrations of the corneal surfaces are examined with
— and computationally reconstructed by — corneal topogra-
pher devices. In case of wavefront analysis, the optical fea-
tures of the eye-ball is measured with a Shack-Hartmann
wavefront-sensor. These characterizations are given partly
in the form of Zernike coefficients. As the optical aberra-
tions may cause serious acuity problems, and are significant
factors to be considered in planning of sight-correcting oper-
ations, wide range of statistical data — concerning the eyes of
various groups of people — is available concerning the most
significant Zernike coefficients, see e.g., . Another inter-

Figure 3: Mesh-dots.
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Figure 5: Mesh-circles.
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Figure 6: Summation weights — called Christoffel numbers
— associated with the individual mesh-points. These weights
are shown with interpolation between mesh-points for better
presentability.

esting use of the Zernike coefficients was reported recently.
The optical aberrations of the eye make it difficult or in cer-
tain cases impossible to make high-resolution retinal images
without compensating these aberrations. However, by prop-
erly compensating them, high-resolution retinal imaging can
be achieved, as reported in ?.

1.2.1. Measuring and modelling corneal surfaces

The purpose of a cornea topographic examination is to de-
termine and display the shape and the optical power of the
living cornea. Due to the high refractive power of the hu-
man cornea, the knowledge of its detailed topography is of
great diagnostic importance. The corneal surface is often
modelled with a spherical calotte — see Fig. 13 — though
more complex surface models are also available for vari-
ous purposes, including testing/calibrating corneal topog-
raphers with non-spherical surfaces 7. Cornea-like test sur-
faces are shown in Figs. 13, 15 and 17.

Recent eye models are more realistic and more detailed —
certain models, for instance, incorporate even the slight con-
tinuous change of the refractive index within the crystalline
lens — and rely on several tuneable parameters. One of the
motivations for using more realistic eye models is their ca-
pability to estimate — the actual and the achievable — the reti-
nal image quality. The inclusion of fine details into the eye
model, however, does not prejudice the optical importance
of the anterior surface of the cornea '".

The monocular reflection-based cornea topographers
evaluate the virtual image of some measurement pattern that
is reflected by and after reflection somewhat distorted by
the corneal surface. Many of these topographers use sys-
tems of bright and dark concentric rings — called Placido
disks — as measurement-patterns. The Placido disks look
somewhat similar to the binary patterns appearing in Fig.
14. The surface reconstruction method used in conjunction
with the conventional Placido-based topographers is rather

problematic, as no point-to-point correspondences are avail-
able for the purpose of surface reconstruction *. On the
other hand, monocular topographers with more distinguish-
able measurement patterns are still popular. In the recent
years, several multi-camera corneal measurement devices
and methods were proposed and implemented, e.g., !!.

1.2.2. Relevance of discrete orthogonality

Although, Zernike coefficients were obtained from measure-
ments at discrete corneal points and via discrete computa-
tions, the developers of the corneal measurement devices
and shape-evaluation programs could not rely on the dis-
crete orthogonality — see e.g., > — Zernike functions simply
because no mesh of points ensuring discrete orthogonality
was known. Not surprisingly, the discrete orthogonality of
Zernike functions was a target of research for some time,
e.g., *. Only recently were meshes of points — ensuring dis-
crete orthogonality of the Zernike functions — found and re-
ported in °.

The meshes introduced there are used herein to calculate
the Zernike-based representations and their precisions for
some test surfaces These test surfaces include three "cornea-
like" test surfaces, as well. In Section 3, the discretization
approach introduced in ¢ is presented briefly. In Section 4,
an efficient way of computing the Zernike coefficients is pre-
sented. In Section 5, the concrete Zernike-based surface rep-
resentations and their precisions are discussed. We conclude
in Section 6.

2. The continuous Zernike functions

A surface over the unit disk can be described by a two-
variable function g(x,y). The application of the polar-
transform to variables x and y results in

x=pcost, y=psind, (nH

where p and © are the radial and the azimuthal variables,
respectively, over the unit disk, i.e., where

0<p<I, 0<B<L2m. 2)

Using p and 9, g(x.y) can be transcribed in the following
form:

G(p,0) = g(pcosV.psiny). 3)

The set of Zernike polynomials of degree less than 2N is as
follows.

; ,
Yi(p, ®):=v2Znt I+ 1-RIl,, (p)-€™,

1]
(lez, neN, |l|4+2n<2N)

The radial Zernike polynomials Rm i3ty

with the Jacobi polynomials P,?‘B in the following manner:

can be expressed
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Rif @) =0 200

3. Discretization of Zernike functions

The mesh, i.e., the set of nodal points — given in ¢ and proven
to ensure the discrete orthogonality of Zernike functions
over this mesh — is as follows:

N Zﬂj 5
Xy = {zjk = (Px: » AN Y:k=1,..,N,j=0,..,4N},
(5)
where
1+AY
pr = 5 k  k=1,..,N, (6)

and where M(V is the k-th root (k = 1,...,N) of the Legendre
polynomial Py of order N. In Fig. 3, meshes X3, X3, ..., X7
are shown as concrete examples; the corresponding circular
meshes are shown in Fig. 5 for comparison purposes.

By using the discrete integral of (7), the discrete orthogo-
nality of the Zernike functions was proven in ©. The discrete
orthogonality relation is given in (8).

N 2mj AY
/ (P, @)dvw := ):Zf "’4N+l)(4N+])
(7N

In (7), the A}s are the weights that are associated with
the discrete circular rings in the mesh. See Fig. 6. These
weights — called Christoffel numbers — are derived for the
radial Zernike polynomials from the quadrature formula of
Legendre polynomials Py of order N via the application of
the argument transform used in (4).

J 0O (00N = BB (®)

In the above orthogonality relation, n +n’ + |m| < 2N and
n+n' +|m'| < 2N are assumed to be satisfied.

The quadrature formulas are significant tools in con-
structing discrete orthogonal systems. Quadrature formulas
are known for some well-researched continuous orthogonal
polynomials — of certain importance — of one variable since
Gauss's time. See e.g., >. The quadrature formulas are ex-
pressed in the following way:

1 N
/ Sdx~ Y f WAL )
= k=1

Interestingly, the integration of function f(x) via the
quadrature formulas is much more precise than the numeri-
cal integration over some arbitrary (e.g., equidistant mesh).
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In our case, that is, for the discretization of the radial Zernike
polynomials —i.e., the radial component of the Zernike func-
tions — the N roots of Legendre polynomials Py were used.
The exact formula for deriving the Aif’ weights is not given
here, for this see ©. We just note here that the formula is exact
for every polynomial f of order less than 2N.

For N = 2,...,7, the aforementioned A} weights —
namely, A%, A2; A3, A%, A?; o A7, . A; — are shown
over their corresponding Xy discrete meshes in Fig. 6.

4. Computing the discrete Zernike coefficients

The discrete Zernike coefficients associated with function
T(p,0) can be calculated with the following discrete inte-
gral:

1 F —
Cr = E/ T(p. @)Y (p,@)dvn. (10
@ XN

It is worth noting that if 7' (p,®) happens to be an arbitrary
linear combination of Zernike functions of degree less than
2N, then the above discrete integrals, i.e., for n’s and m’s
satisfying the inequality 2n + |m| < 2N, result in the exact
Zernike coefficients, i.e., which are calculated from the cor-
responding continuous integrals. The computing of the dis-
crete Zernike coefficients — according to (10) — was speeded
up via using FFT. It is made possible by the presence of the
expression appearing between parentheses in the last line of
(11), which is the discrete Fourier transform of T over the
4N + 1 points of the discrete circle — see Figs. 3 and 5 — with
radius p}.

1 s
ay——— S T 5 Ym N dV =
NTERTES ./XN (P, @)Yi"(p. @)dVN

Y Y Tl 2R ol A i
o Pl a1 ot im PR 20N )

Mz

4N+1 n 4N 11

4N .
1 N 27[] gl
ARl Bt 2

(n

In the discussion of the concrete computational results
presented in Figs. 7-18, we will refer to the continuous coun-
terparts — see Fig. 5 — of the discrete circles as sampling cir-
cles, and the cylinders over them — appearing in Figs. 7, 9,
11, 13, 15 and 17 — as sampling cylinders.

5. Zernike representation of some test surfaces

In this section, we look at the Zernike-based representation
and reconstruction of some test surfaces over the unit disk.
MATLAB routines were created for computing the surface
points of these test surfaces and their discrete Zernike repre-
sentations.
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Figure 7: (a) The intersection of a "sampling" cylinder and
a centrally positioned cone. (b) The circular Fourier trans-
Sforms of the above cone. (c) The Zernike coefficients of the
cone.

The surfaces included in this study are as follows: cone
(Fig. 7), pyramid (Fig. 9), a shifted cone (Fig. 11), a sperical
calotte (Fig. 13), a shifted spherical calotte (Fig. 15) and a
sphero-cylindrical surface (Fig. 17). Clearly, the first three
are rather artificial surfaces, they have nothing to do with
the corneal shapes. They serve as easy-to-grasp examples

)
]
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Figure 8: Reconstruction errors at various parameter-
settings for a cone.

Figure 9: (a) The intersection of a "sampling" cylinder and
a central pyramid over the unit disk. (b) The circular Fourier
transforms of the pyramid. (c) The Zernike coefficients of the
pyramid.

that can be easily visualized and their interaction with the
sampling mesh can be easily followed. The rest of the test
surfaces were selected from the ones proposed in 7. These
are more cornea-like, and often used in cornea modelling
and in characterizing the shape of the human cornea.

For each of the above test surfaces, (a) the original sur-

Figure 10: Reconstruction errors at various parameter-
settings for a pyramid.
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Figure 11: (a) The intersection of a "sampling" cylinder and
a non-centrally positioned cone. (b) The circular Fourier
transforms of the non-centrally positioned cone. (c) The
Zernike coefficients of the non-centrally positioned cone.

face rendered in gray tone and viewed from a skew angle;
(b) the intersection of the surface with one of the sampling
cylinders (i.e., a cylinder over one of the discrete circles of
the mesh); (¢) the discrete Fourier spectrum of the surface
points sampled by the discrete circles of the mesh; (d) the
discrete Zernike spectrum of the surface with the Zernike-

E R

Figure 12: Reconstruction errors at various parameter-
settings for a non-centrally positioned cone.
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Figure 13: (a) The intersection of a "sampling" cylinder and
a centrally positioned "cornea-like" spherical calotte. (b) Its
circular Fourier transforms. (c) The Zernike coefficients of
the spherical calotte.

coefficients arranged according to pyramid shown in Fig.
2; (e) the signed error functions corresponding to Zernike-
based reconstructions over increasingly dense Xy meshes,
and (f) their thresholded (threshold = 0, i.e., at locations
marked with black the original surface was above the recon-

Figure 14: Reconstruction errors at various parameter-
settings for a central spherical calotte.
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Figure 15: (a) The intersection of a "sampling" cylinder and
a non-centrally positioned spherical calotte. (b) Its circular
Fourier transforms. (c) The Zernike coefficients of the non-
centrally positioned spherical calotte.

structed one, at locations marked with white it was the other

Figure 16: Reconstruction errors — presented as in gray tone
and binary images — at various parameter-settings for a non-
centrally positioned spherical calotte.

Figure 17: (a) The intersection of a "sampling" cylinder
and a centrally positioned sphero-cylindric surface. (b) Its
circular Fourier transforms. (c) The circular Fourier trans-
Sforms scaled up. (d) The Zernike coefficients of the sphero-
cylindrical surface.

way round) — "zebra-like" — versions are presented. See Figs.
7-18.

Figure 18: Reconstruction errors at various parameter-
settings for a centrally positioned sphero-cylindrical sur-
face.
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In case of the cone, the intersection of the surface and
the sampling cylinders result in concentric horizontal cir-
cles. Each discrete sample point along a particular such
circle have the same z-coordinate. Therefore, the sampling
achieved by the sampling points is perfect. There is, how-
ever, a significant, slowly decreasing error at and near the
apex of the cone, as there are no sample points available
there (due to the particular choice of the mesh). As the z-
coordinates of the surface points are constant above a partic-
ular sampling circle, the discrete Fourier spectrum exhibits
only a single peak at zero frequency for that circle. The zero-
frequency Fourier coefficients form a straight —i.e., linear —
ridge in the discrete Fourier-spectra (see Fig. 7b).

In many respects the situation is similar in case of the
spherical calotte, the intersection of the surface and the sam-
pling cylinders are again concentric horizontal circles; along
existing sampling circles the sampling is again perfect. How-
ever, there is no significant error over the origin as the calotte
surface is not pointed. The discrete Fourier spectra exhibit
peaks only at zero frequency. The shape of the resulting
ridge is now forms an ellipse arc (or a circular arc after
proper scaling). Some of the zebra-ring error patterns appear
negated in this case.

The case of the pyramid is in many respects similar to
that of the cone, however, there are interesting dissimilari-
ties. Firstly, the intersection of the pyramid and the sampling
cylinder is no longer a circle. It is not even a planar curve.
The z-coordinates of the surface points above a particular
sampling circle are no longer constant. The spatial curve of
the intersection is not everywhere differentiable. The sam-
pling is far from being perfect above the discrete circles and
cause representation errors resulting in the distortion of the
error patterns (see Fig. 10. It is also interesting to see that the
error-patterns are no longer symmetric. (Though, the pyra-
mid itself is invariant on k% rotations, the sampling mesh is
not.) The other cases, are also interesting and it would be
worthwhile to go through them one by one. It, however, has
to be left to the interested reader.

6. Conclusion

The discretization scheme used in this paper has relevance
to the concrete application field, i.e., corneal measurements,
but could also benefit physicists and engineers dealing with
optical measurements, or with the design of optical measure-
ment devices. In our experiments concerning the Zernike-
based representation and reconstruction of surfaces, we
looked at the structure of the error functions and their thresh-
olded binary versions ("zebra rings". The structure of these
rings was discussed in some detail. Further work is going on
— concerning the mentioned meshes and the discrete Zernike
system — in two main directions. Firstly, how to tune the con-
ventional measurements — i.e., the measurement based on
other meshes — so that the advantages of the meshes pro-
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posed by Pap and Schipp can be exploited. Secondly, how to
design optical sensors that are based on these meshes.
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Abstract

This paper describes a discrete geometrical approach to improve the quality of line/curve
intersections in the skeletonized image. A proper geometrical foundation is presented to be able to
measure the degree of the distortion of the intersections caused by skeletonization. An improvement
to reduce this distortion is suggested based on the separation of thick and thin lines/curves in the
original image. This step assures the appropriate skeletonization of the thick elements which is
consequently connected by the skeletons of the thin elements by direction estimation. The approach
can be applied in improving the skeletonization of the retinal vascular system which step is often
considered in the detection of several vascular diseases of the eye. Corresponding experlmental
results are also reported based on a publically available database.

Categories and Subject Descriptors (according to ACM CCS): 1.3.5 Computational Geometry and Object Modeling

1. Introduction

Skeletonization ' is a binary morphological operation
to extract the centerline of an object. The skeleton is
often found by thinning the object with removing
pixels without affecting the general shape. The
skeleton is a popular object representation, since
pixelwise observations can be used to characterize the
spatial behavior of the objects. For example, junctions
can be located as pixels with at least three 8-
neighbors. However, the skeleton is usually distorted
as it is illustrated in Figure 1, with having two
junction pixels instead of a single one. In such cases,
the intersecting clements cannot be tracked properly
later on.

Ml S AL

(a) (b) (c)

Figure 1: Distortion of an intersection during
skeletonization; (a) original image, (b) its skeleton,
(c) desired skeleton.

Several approaches have been released to overcome
this problem. Basically, these methods can be grouped
as skeleton-based or global approaches. In the
skeleton-based case °, the distorted locations are
found at the already skeletonized images, while in the
global case the intersections are tried to be localized
in the original line drawing image. The usual
drawback of a skeleton-based decision is that it needs
a proximity parameter to differentiate between true
intersections and enclosed segments connecting
intersection points and the definition of this parameter
is challenging for the whole image. Global approaches
usually based on corner detection 4 inheriting the
typical related problems, like too many/few corner
candidates. However, their strength is that they try to
locate and improve distorted intersections without
touching the original image.

We have encountered with this intersection
distortion problem during the improvement of the
skeleton of the retinal vascular system. As a specific
field, in automatic screening of retinopathy the proper
mapping of the vasculature system has very important
role in gathering information to diagnose diseases. For
example, a proper traversal of the vessels gives
information about how the thickness of the vessels
changes, or about the artery/vein ratio. After applying
a segmentation method ° a binary image can be
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extracted with similarities to line drawing ones (see
Figure 2).

Figure 2: Binary vessel map of the retina.

In this paper, we propose a global technique for
supressing distorted intersections in the skeleton that
can be considered as both a stand-alone or a
complementary approach to others e.g. mentioned
before. Our method is based on the separation of the
thick and thin vessels of the complete vascular system
(input image) before applying skeletonization. The
main motivation behind this approach is to be able to
extract the precise skeletonization of the thick vessels
at the intersection, while the skeletonization of the
thin components is executed separately. However,
since the vessel system is split into two parts a
consecutive reconnecting step is needed to connect
the thin skeletual elements to the thick ones. The rest
of the paper is organized as follows. Section 2
describes the theoretical model that is considered to
measure the distortion as a function of the thickness
of the intersecting elements. In section 3 the
separation of the thick/thin elements is explained
together with the reconnecting step to connect their
skeletons. Section 4 contains our experimental
results. Some pending issues are discussed and
conclusions are drawn in section 5.

2. Theoretical model for vessel
intersections

As the theoretical model for the intersection of two
vessels, we consider two stripes bounded by pairs of
parallel lines for the intersecting vessels as shown in
Figure 3.

A

Figure 3: Geometric model for the intersection of two
vessels.
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For simplicity, we perform the detailed geometric
calculation for only one half of the intersection since
the other half distorts in the same way because of
geometric symmetry. To measure the degree of the
distortion of the intersection, a natural error function
can be defined as the distance between the desired and
actual junction points (see F and £ in Figure 3,
respectively).

For the calculation our coordinate system is
selected to have one of the line pairs is perpendicular
to the axis x while the pitch of the other one with the
axis x is « . The distances of the parallel lines, that is,

the widths of the stripes, are denoted by d, and 4, ,
where d, <d,. This model lets us to measure the

degree of the distortion of the skeletual intersection as
a function of the width of the stripes and their
enclosed angle. For defining the skeleton, we follow
the classical definition ' that builds it up from centers
of the circles of maximum radius among all circles
which lie within the object.

1 7

fl f f2

Figure 4: Geometric elements defining the
skeleton of the model.

Based on Figure 4, we can recognize the following
geometrical components that take part in building up
the skeleton for our intersection model:

e ¢: the centerline of the stripe bounded by (e, e>),

e f: the centerline of the stripe bounded by (f;, f>),

® p;, pa P3, P4 the respective parabolas given by
focuses and directrixes (O, f3), (P, f7), (O, e,) and
(P’ e.’)*

e g h: the respective perpendicular bisector of the
line segments PR and OQ,

e |, j: the respective angle bisectors of e, and f; at
0, e;and f> at R.
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The parameters of the model are:

e d), dy the respective widths of the intersecting
stripes bounded by (e, e-) and (17, />),

e [ the do/d, ratio which will be very useful in
simplifying some calculations and also in
visualizing the degree of distortion based on the
relative widths of the stripes,

e o the enclosed angle between the stripe e and the
axis x.

The desired skeleton should be found as the
intersection point of centerlines of the stripes, whose
equation can be given as:

dl
2cosa |

e: y=Xxtana—

3 x:_-,
f 2

respectively. The respective equations of the
perpendicular bisectors g and 4 can be calculated as:

d
g y=d,tanag ———,
g cosa
_ d,
h: N 2cosa

The respective equations of the angle bisectors 7 and j
can be calculated as:

k * 4 2 cosa
e y=tan(3—”+g)(x—d2)+d,tana— 4 :
F 4 2 - cosa

The respective equations of the parabolas p;, p, p;
and p, can be given by:

% e Ll
2d, 2
pa 1 d,
x=—-I\y-d,tana) +—=,
24, (y 2 ) 5
Ps: ' 1 12 dl
Y'=—2x"——,
2d, 2
p4: ) 1

1 2 d
=—(x"-d,)” +d,tana — —,
y 2dl(x 1) +d, >

x'=xcosa—ysina,
y'=xsina + ycosa .

As it can be easily checked, the angle bisectors 7
and j and the centerline f intersect at a single point.
e . . . d,
This point is the center of a circle with radius 7 Lt

also follows from the geometric construction that the
two parabolas and an appropriate angle bisector (p;,
ps j and p,, p,, i) intersect in a single point.

In Figure 4, the geometric construction of the
skeleton points can be seen with parameters d, =10,

d, =40and «a =§.

It depends on the model parameters which
intersection point of the appropriate geometric objects
will define the location of the distorted junction point.
In the following two sections we will discuss the two
possible cases. The first case is mainly valid for large
values of k, while the second one is for small values
of k. The proper final error term for the degree of
distortion is derived from these two cases
conditionally to the model parameters in section 2.3.

2.1. Junction point based on bisectors

The intersection point £, of the centerline f and the
perpendicular bisector g can be calculated as:

d, d
x1=7',y,=d2tana— '

2cosa
Performing skeletonization of the two intersecting
vessels separately the desired intersection point F has
the coordinates:

d, d, tana d,

: 2 2cosa

In this case, the degree of distortion DD, is calculated
as:

» _dytana kd tana

DD,=\/(x,—x0)2+(y1—y0)' = ) = >

where k = dy .
1
Figure 5 shows the behavior of the error function DD,

for o (03«%} and k (1< k <100) if d, =I.

500

Figure 5: The degree of distortion DD in the first
case.

It suggests that the distance of the intersection
points changes linearly with the variable £ if the value
of the other parameter & and d, is given. It can be

seen also on the plot that the error function is almost

135




Toman et al / Improved Skeletonization

. . . . T -
linear in variable o if 0Sa<§ but it increases

V4 V4
rapidly, when —<a<—.
pidly 3 B

2.2. Junction point based on parabolas

In this case, the intersection point of the parabolas
and the corresponding angle bisector that we consider
as a skeleton point is E(x,, v,), where y, is the
smaller root of the quadratic equation

» Tooa), g T a
—cos” atan| —+— |[x~ +| 2d, cos| sina tan| — + — |+ cosa | [x +
4 2 4 2

+2d,d, cosa —d,’ tan[z + gj =0
- N 4 2

and
1 ( d, )
Xy = y, + ;
T a cosa
tan| =+ —
53)
The discriminator of the quadratic equation

determining y, is always non-negative for £ >1, and

0<ac< % . We omit the complex formula for y, .

In this case, the error of the skeletonization is the
distance of the point E, (xz, yz) from the ideally
detected intersection point F. Thus, now we have

DD, =\/(x2 -%)’ +(» -30) .

With the investigation of the error function we get
that the distance of the intersection points depends on
the thickness (of the vessels) linearly which can be
seen easily from the geometric construction as well.
We can consider the error of the skeletonization as a
function of the variable o and k.

Figure 6 shows the behavior of the error function

with variable « (0Sa<%j and variable &

(1< k<100) if d,=1.

Figure 6: The degree of distortion DD2 in the
second case.
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2.3. The total degree of the distortion

After determining the distortion junction point £, and
E, , the total degree of the distortion is decided by the
two candidates depending on the parameter k and o .
The total degree of the distortion DD is either DD, in
case the distortion junction point is £y or DD, if the
distortion junction point is E,.

It can be seen that DD, < DD, for all values of

parameter k£ and « .

It follows from the geometric construction that
max(d,,d,) _d,

2 2
for the radius of the maximal circle with centre point
E,. 1t is required in the classical definition of the
skeleton that the circle with maximal radius to remain
inside the object. Considering this condition the radius
d(E,,P) has to satisfy:
d(E,,P)<max(d,,d,)=d,

Summing up, the total degree of the distortion DD

is DD, if

d(E,,P)=d(E;,e,) =d(Ey, 1) >

d—22<d(E2,P)<d2,

otherwise the DD can be considered as DD;.
The distance d(E,,P) depends on the parameter
d, linearly so the decision about the candidate

junction points can be made just by the parameter k
and « (see Figure 7).

W
.

Figure 7: The distance function of E, and P, that
defines the total degree of the distortion.

We can see on Figure 5 and 6 that the degree of
distortion is large for stripes having large width
differences. This observation motivated the separation
of the vessels based on their widths as it will be
discussed in the following section.

3. Improving the skeleton of intersections

Our approach to improve the skeleton of binary
vascular images is based on two major steps. First, we
split the vascular system into two parts containing the
thick and thin vessel segments and perform the
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skeleton of the two sets. Then, we reconnect the
components disconnected in the splitting step.

3.1. Splitting the vascular system into two
parts

The separation of the thick and thin vessels of the
whole vascular system is performed by applying
erosion steps that remove pixels having less than N 8-
neighboring pixels. We repeat the procedure
recursively until no more changes are found in the
image. By this process, thin blood vessels are erased
with the thick vessel subsystem preserved. Then, the
thin vascular subsystem can be trivially generated by
subtracting the thick one from the original binary
image. The result of this splitting procedure is shown
in Figure 8 for the input binary vascular system
depicted in Figure 2.

(a) (b)

Figure 8: The result of the splitting step, (a) the
thick vessels subsystem, (b) the thin vessels
subsystem.

We note that our approach for erosion is slightly
different from the classical morphological operation.
Namely, our approach preserves all the vessels above
a given width to guarantee that the thick vessels
remain connected.

After successfully splitting the vascular system into
two parts, we perform the skeletonization of the thick
and thin subsystems. For this purpose, any
skeletonization algorithm can be used. In our
implementations ~ we  considered the  one
recommended by Deutsch .

3.2. Reconnecting thick and thin elements

When taking the union of the skeletons of the thick
and thin vessel subsystems, several discontinuities
(gaps) remain to be filled in. This phenomenon is also
depicted in Figure 9.

(a) (b)

Figure 9: The reconnection step to fill in the gaps
between the skeletons of the thick and thin vessels; (a)
a gap to be filled in, (b) result after reconnecting the
separate skeletons.

To fill in such gaps, we perform direction
estimations at the corresponding endpoints of the thin
skeleton to connect them to the thick skeleton
subsystem. The direction estimation is performed by
following the classical recommendation of discrete
geometry  for the calculation of a tangent at the given
endpoint. That is, the reconnecting line is calculated
from the endpoint and the pixel on the skeleton of thin
vessel having P-pixel-distance from the endpoint. The
value of P is reduced iteratively from a threshold until
a successful reconnection is found. There is a wide
range of vessel widths from (less than) a pixel to a
maximum width. Since direction estimation may miss
the thick vessel, a parameter M for the maximum
allowed reconnection distance between the endpoint
and a thick vessel is considered. M should be set to
half of the maximum vessel width. We accept the thin
vessel to be connected to the potential thick vessel if
the thick skeletual pixel and the thin endpoint pixel
can be connected in this way. If the algorithm is not
able to find a thick skeletual pixel for a thin endpoint
than it resumes the skeleton extracted from the whole
vascular system for that location.

4. Experimental results

For our experimental tests we considered a database
of 130 vessel intersections extracted from the 19
binary vascular images of the DRIVE database *. The
images in the DRIVE database have the resolution of
565x584 pixels with corresponding vessel widths of
1...10 pixels. Considering this dataset, the parameters
of our algorithm have been adjusted as follows for
optimal performance:

e removing pixels having less than N neighboring
pixels:
N=4,

e maximum allowed reconnection distance:
M=35,

e distance from the endpoint for direction
estimation:
P=6.
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To see the improvement, we have compared the
skeleton resulted by our approach with the classical
skeleton extracted from the original intersection
image without any splitting/reconnection step. For a
quantitative comparison, we considered the degree of
distortion (DD) term defined in section 2.3.

From the 130 intersections, our algorithm
generated 47 different skeletons than classical
skeletonization. That is, basically in 36% of the cases
the segments had sufficiently different widths for a
reliably split. Comparing the results with respect to
the DD term, we got that our algorithm gave better
results for 29 intersections. In 14 cases, the detected
junction points were different, but the DD term
remained the same. There were 2 intersections, where
our algorithm gave worse results than the classical
skeletonization. In these cases, the thin vessels can be
considered rather as circular segments than linear
ones causing a failure for direction estimation.

Considering the DD term for the 130 intersections,
our algorithm reduced the total DD error from 140 to
72 pixels that means a 48% suppression of distortion
for these cases. Our results are also summarized in

Table 1.

Splitable intersections (47/130

Skeletonizaton: Classic | Proposed

Total DD error (pixels): 140.0 72.0

Average DD error (pixels): 3.11 1.6

Distortion decreased to: 51.4286 %

All intersections (130/130)

unsuccessful splitting 85
better results with proposed method 29
same results with proposed method 14
worse results with proposed method 2

Table 1. Improvement of the proposed method
with respect to classical skeletonization for 130 vessel
intersections.

Regarding the experimental tests reported above,
the question may arise that in general how many
intersections can be found in a human retina with
sufficient width differences for a successful splitting.
To get an estimation, we considered a wide range
retina image with 200 degrees field of view shown in
Figure 10a. Then, we extracted manually the vessel
system and tested our algorithm with the
corresponding parameter settings. Figure 10b depicts
all the 29 positions, where the algorithm was able to
split the intersecting vessel segments and thus, to
reduce the degree of distortion.
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(b)

Figure 10: Thick/thin intersections on a wide range

retinal  image. (a) original image  (from
www.optos.com), (b) manually segmented vascular
system with improved intersections marked by gray
discs.

5. Discussion and conclusion

The DRIVE database contains both macula and optic
disc centered images. If the retinal image is centered
at the macula, then the vessels have higher curvature,
while for an image centered at the optic disc, they are
more linear. As a consequence, images centered at the
macula contain more intersecting curve segments of
larger curvature. Thus, the linear direction estimation
approach gives more reliable results for images
centered to the optic disc. Since we intend to process
images of both types, we did not make difference
between them and calculated an overall performance
of our algorithm in the tests. However, to refine our
and other approaches, quadratic or higher order
interpolation and direction estimation may lead to
improved performance. Moreover, our proposed
method should improve the skeleton for fork (Y-
shaped) junctions, which issue has not been pursued
in this paper.
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Abstract

Diabetic retinopathy is one of the most common causes of blindness. Thus, a growing demand on
automatic screening has risen. Among the anatomical parts, thick vessels can be observed most
reliably in fundus images. Especially, the localization of the temporal arcade is highly important to
detect other anatomical parts. State-of-art detectors locate the arcade by fitting semi-ellipses or
parabolas. However, the selection of these models is rather ad hoc. We perform a thorough analysis
to find curve models that fits optimally. We use non-linear regression analysis with corresponding
error measurement. Several models with low numbers of parameters are checked to support fast
matching. Comparative results with the current models are also shown.

Index Terms— curve fitting, blood vessels, biomedical imaging, image matching

1. Introduction

Diabetic retinopathy (DR) is one of the most common
causes of blindness in the developed countries'.
Screening of retinopathy is essential to prevent
blindness of patients with diabetes. The manual
screening methods have both high financial cost and
human resource needs. Nowadays, several approaches
have been considered to build automatic computer-
based screening programmes™. One of the most
reliably detectable anatomical parts — even for low
quality images — is the vascular system, because there
are no similar lesions on the retina. It is also obvious
that thicker vessels can be detected more easily.
Thickest vessels belong to the temporal arcade, which
is highlighted in Figure la. The proper localization of
the temporal arcade has several advantages. For
example, the fundus image can be classified, whether
it has been captured from the left or right eye of the
patient. Moreover, the optic disc and macula (see
Figure 1b) can be detected more reliably regarding
their relative position to the temporal arcade™’.
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Our group currently develops an automatic
screening system for diabetic retinopathy, which also
considers the detection of temporal arcade for the
proper navigability of the image. Prior approaches for
temporal arcade detection are based on fitting semi-
ellipse* or parabola’ models to the vascular system.
Though the shape of the temporal arcade intuitively
suggests these models, quantitative analyses have not
been performed to decide which model should be
considered for optimal fitting. Thus, these choices are
rather ad hoc. To resolve this issue, we have executed
a thorough theoretical investigation. That is, our aim
was to find parametric curve models that approximate
the shape of the temporal arcade optimally regarding a
proper error term. We use non-linear regression tests
on temporal arcades with Akaike Information
Criterion (AIC) for error measurement to find the best
fitting models. Low parameter number of the fitted
model is highly welcome for fast matching algorithms.
Thus, we have focused on curve models having three
parameters, similarly to the parabola’.

The rest of the paper is organized as the follows.
In section 2, we present the theoretical background
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that is used for fitting the curve models. Section 3
contains the list of the curve models found, ranked by
their fitting performance measured by AIC. A minor
improvement is applied to the best fitting models in
section 4 to raise fitting accuracy. Finally, some
conclusions are drawn in section 5.

() (b)

Figure 1: Main anatomical parts of the retina: (a) the
vascular system with the temporal arcade highlighted,
(b) the optic disc (A) and the macula (B).

2. Curve fitting approach

Finding analytically the best fitting curve models with
low numbers of parameters is a very challenging
problem. However, finding models of approximating
curves with regression analysis has a wide literature
and strong support from both theory and scientific
software packages. Especially, strongest support is
available for 1D, when the input data are supposed to
be “function-like” (that is, basically one vertical
coordinate for any horizontal coordinate). In this case,
a real valued parameterized functional model can be
used for fitting. In our case, some simple
preprocessing steps can make the temporal arcade be
“function-like” to be able to take advantage of the
strong scientific background.

2.1. Preprocessing

To reach a representation of the temporal arcade that
is suitable for nonlinear regression by functional
models, the original temporal arcade (see Figure 2a)
has to undergo some simple transformations. Namely:

e it is rotated by 90 degrees to CW or CCW
direction (based on, whether it belongs to a left or
right eye image), see Figure 2b,

cut at half of its height, see Figure 2c.

-y

NN

(¢) (d)

Figure 2: Preparing of the temporal arcade for
nonlinear regression: (a) original temporal arcade,
(b) rotation by 90 degree with cropping line marked,
(c) result of cropping, (d) the temporal arcade
considered for non-linear regression.

2.2. Non-linear regression

Several scientific software packages (SPSS, SAS, etc.)
support the definition of any parameterized models in
terms of a combination of basic mathematical
functions. However, it is very challenging to set up an
intuitive model that can be expected to fit the shape of
the temporal arcade. To overcome this difficulty,
these software packages offer built-in models to
perform curve fitting. Especially, the DataFit 9.0
software offers nearly 300 built-in models for this
aim®. Its range covers (modified) power, (modified)
exponential, rectangular hyperbola, reciprocal,
logarithm, geometric, hyperbolic and trigonometrics.
These models have been found useful in scientific,
statistical and engineering applications. Thus, in our
investigations we also relied on these types to find
primary models that can be improved further on. Non-
linear regression has been performed in the open
source statistical programming language R’ which
also supports the calculation of the currently
recommended error term AIC for regression. Since R
also has the ability to define custom models, we could
perform a non-linear regression using nearly 300
curve models borrowed from DataFit. For an
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impression, see Figure 3 for the best fitting curve
model found for a temporal arcade in this way.

e i et
100 200 300 400 500

Varable

Figure 3: Result of non-linear regression on a
temporal arcade. The temporal arcade is depicted in
gray,while the best fitting three parameters curve
model is in black.

2.3. Measuring the fitting performance

Following the state-of-the-art statistical
recommendations, we considered the Akaike
Information Criterion (AIC)* to find a ranking of the
models considered for fitting. AIC is a measure of the
goodness of fit of an estimated statistical model. The
formal calculation of AIC is given by

AIC=2*k+nx*[log2*n*R/n)+1]

where n is the number of sample points, k£ is the
number of parameters in the fitted model, and R is the
residual sum of squares. That is, smaller AIC value
indicates better fit. Also note that AIC can be used to
punish the number of parameters considered in the
model. In our experiments, we considered the default
k = 2 punishment of the software package R. In
general, the number of model parameters should be
kept low for matching algorithms. As a typical
example, we can mention the popular Hough
transformation’, which can be applied to find the best
matching of any analytically known model. However,
the space and time complexity of the Hough
transformation can be approximated by O(s”) and
O(s”"'m) respectively, where m is the number of
points, p is the number of parameters and s is the
number of samples along one Hough dimension. That
is, low number of parameters can be a crucial issue
regarding computational performance.
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3. Finding the best fitting models

In our experiments, we considered manually
segmented temporal arcades to perform the regression
analysis. Moreover, since in an automatic screening
system the computational performance is also a
crucial issue, we focused on curve models with three
parameters. However, in our comparative results we
also exhibit some four parameters models to be able to
see the performance of the semi-ellipse fitting
method®, as well.

3.1. Test data set

To be able to compare the fitting performance of the
curve models, we used the publicly available DRIVE
database'® which consists of 40 fundus images
together with their manually segmented vascular
systems. From the 40 images, there are 35 which are
macula centered and are suitable for temporal arcade
detection. All images have the same resolution of 565
x 584 pixels. Since the manually segmented vascular
systems in the DRIVE database contain all the vessels,
we manually extracted the temporal arcades from
them. In this way we got a test database containing 35
manually segmented temporal arcades. Some elements
of the database are shown in Figure 4.

SO T ON

Figure 4: Manually selected temporal arcades from
the data set considered for experimental tests.

3.2. Ranking the fitted models

To be able to obtain an overall ranking of the
approximately 300 curve models, we calculated the
average of the AIC values of each of the models
measured for the 35 elements of the data set, and
ranked them accordingly. Table 1 summarizes the top
10 models with three parameters (a, b, ¢). Moreover,
the four parameters semi-ellipse and third-order
polynomial models are also included for comparsion.
As the semi-ellipse model is not included in the
DataFit software, we modeled it as:
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(d*(1-(x-a)P/?)+b)".

That is, the ellipse is centered at (a,b) and have 2¢ for
its horizontal, and 2d for its vertical diameter,
respectively.

ax*x"+bx*log(x)'+c

and try to find a better fitting curve with letting v €
[2.5, 3.5], and v € [1.5, 2.5], respectively. Intuitively,

: we let the basic models to change a bit to gain better
Models with four parameters . . .
- fitting performance. The improved versions of the best
Rank Fitted model Average . . : )
AIC fitting first six models with three parameters are
- - shown in Table 2.
1 Third- order polynomial 33463 875
. 3 2 i
‘s'*x ,+ ﬁ*x tewxtd Refined models with three parameters
Senmi-CLIpse 5 Rank Fitted model Average
2 (@ * (1 - (c- @/ &) + B 34226.011 Ang
l\;[odels wit112 three parameters L a*r B 1 brlog(x) + ¢ 34369 481
; o) ¢ 34390211 2. |ax+bxP 34369.712
4 a*x2'5+ b*xo.s*log(x) +c 34407.671 3. R T SR 34374218
R o i i P, 4. | axt bax" xlog(x) + ¢ 34374.462
6. | owslople) vhenlogEiva | S8 A0 5. | ax *log(x) tb*x"Zlog(x)tc__ | 34394.397
7 a*x’+ b*x° +¢ 34443.034
6 Refined parabola 34404.796
P Pare;bola 34447 561 . arr + par"8 4 o .
axx"+ b*x + ¢ )
9. a*x + bxx**log(x) + ¢ 34456.069 Table 2: Ranking of the best fitting curve models with
10. a*x’> + brx/log(x) + ¢ 34485314 three parameters after refining them.
11. | a*x’ + bxx/log(x) + ¢ 34490.407
12. | a*xxxlog(x) + b*x* + ¢ 34495.301

Table 1: Ranking of the best fitting curve models with
three and four parameters.

From the table we can deduct the followings:

e  better fitting models with three parameters can be
found than the parabola,

e the four parameters semi-ellipse has slightly
better fit than the three parameters models,

e four parameters models can be found easily with
much better fit than the semi-ellipse.

4. Refining fitted models

The basic models presented in Table 1 can be further
improved in a simple way. To do so, let us consider
the following with three parameters generalized
model:

a* fix, uy, us, ...)+ b * g(x,v,va, ...) tc

The idea for refinement is to let the scalar parameters
Uy, Uy, ..., and vy, v, ... change slightly. For example,
if the original model (best ranked one) is:

a*x’+bhx log(x)2+ ¢,

then we consider its generalization as:

From the table we can deduct the followings:

e after the proposed refinement better fitting can be
reached starting from the basic models,

e the rank of the parabola model remained the same,
some of the models changed their rank regarding

Table 1,

o the first four models of Table 2. can be

recommended primarily for matching purposes.

5. Conclusion

In this paper, we examined which curve models with
low number of parameters can be fitted well to
temporal arcades in retinal images. As it can be
checked in Table 1 and 2, we have determined three
parameters models with better fit on temporal arcades
than the parabola. Moreover, these three parameters
model — especially, after a refinement — have
comparable performance to that of the four parameters
semi-ellipse. However, from Table 1 we can see that
finding well fitting four parameters models is a
promising approach, since even a simple model
(polynomial) may improve fitting accuracy in a large
extent.

Though some improvements have already been
found by our approach, several issues raise which
should be further investigated. For example, we could
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consider vector regression'' directly for the 2D
temporal arcade instead of originating it to 1D.
However, computational drawbacks might be
expected if the coordinate functions of the temporal
arcades are investigated separately because of the
growing number of model parameters. A promising
extension can be to check, whether temporal arcades
can be organized into clusters to use different models
for the clusters, if so. The models found by non-linear
regression can be directly used in matching scenarios
(e.g. by Hough transformation) or we can compose
binary templates to be detected based on them.
Finally, four parameters models could be checked in a
similar way. However, much less scientific support is
available currently for this aim.
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Atlas-based abdomen segmentation

A. Kriston, Gy. Bekes, L. Rusko, M. Fidrich

Abstract

This paper presents an anatomical atlas based framework for automatic abdominal
segmentations. The framework consists of inter-patient registration, atlas
construction, automated seed region generation and active contour based
segmentation. The presented framework was evaluated on a set of 12 CT exams,
which shows that it can be used for automated segmentation of abdominal organs:
mediastinum, liver, spleen, left and right kidney.

1. Introduction

In radiation treatment and surgery planning clinicians
need to delineate the contour of anatomical structures
on a large number of 2D slices. There are different
semi-automatic methods [1][2], which facilitate the
contouring and decrease the processing time. An
automatic segmentation method could further decrease
the processing time and makes it possible to establish
new clinical work-flow, wherein the algorithms are
executed in the background (on a server) before the
user starts to work with the images. The automation of
contouring also eliminates the problems related to
inter- and intra-operator variability.

In this paper we focus on the automated segmentation
of organs in the abdomen and the chest on native CT
images. In the abdominal region the targeted organs are
the liver, the kidneys, the spleen and the spinal cord. In
the chest we segment the left and right lung and the
mediastinum. Mediastinum is a thoracic area, which
contains the heart, the vessels (aorta, vena cava,
pulmonary arteries, and pulmonary veins), lymph
nodes, the bronchus and the esophagus and it is
surrounded by the diaphragm, the lung lobes, the spine,
and the sternum. This area plays a very important role
in oncology (lung cancer, Hodgkin and Non-Hodgkin
Lymphoma, etc.).

2. Previous work

CT is the most widespread modality in oncology. We
have earlier developed semi-automatic methods for
liver, spleen and kidney segmentation [1], which have
been successfully used in radiotherapy planning. The
common feature of these methods is that they require

user initialization (in form of a trace or some seed
points inside the organ) and all of them is based on
active surface method [3]. The user-given input is used
to compute intensity statistics and generate the initial
deformable surface, which is inflated according to
organ specific parameters.

Automating the above-mentioned contouring methods
is challenging because clinical expertise shall be
incorporated in the algorithm to identify the location of
the target organs. In case of mediastinum the
segmentation of the surrounding organs is also
necessary to determine the precise contour of the
region of interest. In order to solve these problems we
constructed a probability atlas that is used for
automated initialization of the existing methods as well
as developing new methods.

3. Detailed description

3.1. Atlas construction

Our goal was to build a probabilistic atlas that is based
on several manually segmented CT images. The atlas
involves a probability map for each organ. These maps
are placed in a common coordinate system, so the
relative locations of the organs are also represented.

13 full-body exams were selected for the atlas
construction and according to the general clinical
segmentation needs 13 anatomical structures (femur
heads, bladder, pelvic, liver, left and right kidney,
spleen, spine, left and right lung, mediastinum, ribs and
shoulders) were manually contoured on each image.
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Figure 1 The probabilistic atlas. Different colors
represent different organs.

These scans were registered to a reference image in

order to build the atlas. The reference image of the

atlas was chosen by the following steps:

e An automatic algorithm registered all possible
image pairs

e The results were grouped by moving image (the
image which is transformed during the
registration)

e The average overlap of the liver, spleen, kidneys
and mediastinum was computed in each group

e The moving image belonging to the group with
highest average overlap was selected as the
reference

All segmented images were registered to this reference

and the segmented structures were added to the atlas.

3.2. Registration

Our registration method consists of 2 main steps. The

first step is whole-body registration based on the

skeleton of the patients, which is done in the following
way:

e  Pre-processing steps remove the heads, arms, high
intensity artifacts and contrast agents from the two
whole-body input CTs if necessary.

e Bone profiles are calculated for both CTs: for each
slice along the z-axis the sum of the distance of
bone voxels from the center of the slice is
computed.

e An initial scaling and translation belonging to the
z-axis is computed by registering the profile of the
moving image to the profile of the fixed image.

The second step focuses on a selected body-part. In this
case, an abdominal region is automatically determined
and clipped from the reference image and based on the
scaling and translation results of the first step, the
corresponding region is clipped from the fixed image.
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Figure 2 The bone profile of a typical patient,
horizontal axis represents slice number, and vertical
axis represents the value of bone profile. P and S
denote the top of the pelvis and the shoulder area,
respectively.

Performing a 3D similarity registration is very time-
consuming, therefore we apply a faster approach. Our
algorithm generates 2D raysum projections (axial and
coronal) from the clipped regions, which are used to
perform 2 separate anisotropic similarity
transformation based 2D registrations. The axial
projections are used to calculate the translation and
scaling in x-y direction, and the registration of the
coronal projections results the z translation and scaling.
The values of the 3D transform matrix are defined by
the corresponding values of the 2D transformation
matrices.

Figure 3 Axial and coronal raysum projections.

3.3. Segmentation

3.3.1. Automating existing methods

The automatic segmentation starts with a registration,
where the reference patient of the atlas is registered to
the currently examined patient using the registration
method described in the previous section. The resulted
transformation is applied to the atlas.

In order to automate a semi-automatic method, a
connected volume (initial region) is determined within
the organ. To determine this region, we generate a
volume from voxels, which fulfill the following two
criteria:




a) the probability value in the atlas exceeds a
predefined probability, and

b) the intensity on the CT image is in a
predefined range.

To prevent the appearance of bone voxels (e.g. ribs) in
the vicinity of this volume (requirement of the organ
segmentation), voxels having high intensity (>150 HU)
neighbors in the CT image are removed (the radius of
the neighborhood is 10mm). The resulted volume may
be fragmented, that is why only the largest connected
volume is used as initial region.

The segmentation methods were modified to generate
their initial deformable surface from this region.
Originally, the algorithms calculated the statistics
(modus, average, scatter, inflation force) from the
environment of the user defined input curve and the
initial surface was constructed from icosahedrons along
the curve. After the modification, the methods compute
statistics form the initial region and generate the initial
surface from that.

.
R ™

-
Figure 4 Generated seed regions

3.3.2. Mediastinum segmentation

Besides the automation of existing methods a new
method was also developed for automatic mediastinum
segmentation. This anatomical area involves many
organs and is surrounded by abdominal and thoracic
organs: liver, spleen, spine, ribs and lung lobes. The
method incorporates the results of the automatic
segmentations (liver, spleen, lung) to generate the
spatial boundaries of this area, which is followed by
the precise segmentation of the mediastinum.

The top and bottom boundaries of the area are
determined by the spleen and the lungs. Bone
structures are detected by intensity and probability
values. Thereafter the consecutive ribs are connected
with straight lines on the axial slices, which is followed
by a convex hull algorithm to close the mediastinum
area in the direction of x and y axes. Finally, the
automatically segmented organs (lungs, liver and
spleen) are removed from this region.

In order to determine the precise contour of the
mediastinum a 3D region growing is started from the
weight center of the voxels, where the probability of
the mediastinum region is greater than 90%. If this
point belongs to another organ (because one of the
segmented organs is over-segmented into the
mediastinum) the result of the automatic segmentation
is corrected in the following way. Each voxel is erased
from the organ, wherein the probability of the
mediastinum is higher than the probability of the given
organ.

4. Results

By now, three semi-automatic methods (liver, spleen
and the kidneys) were automated, and a new method
for mediastinum segmentation was developed. The
lung segmentation was originally automated, so we
could use it without modification.

) . ‘EJ!’
Figure 5 Results of the automatic segmentations for a

typical patient’s data. The image shows the
mediastinum (blue), the liver (green), the spleen (red)
and the two kidneys (yellow and purple).
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To measure the robustness of the atlas registration,
seed regions were generated for liver, spleen and
kidneys in 24 whole-body CT scans. 96% of the seed
regions for the liver and spleen, and 88% of the seed
regions for the kidneys were correct for segmentation
initialization (Table 1). The most difficult problem was
the automation of the kidney segmentation due to the
high inter-patient variability of its location and size.

To compare the accuracy of the semi-automatic and the
automated methods, the overlap between the real and
the generated contour was measured for 12 test cases
using both the semi-automatic and the automatic
methods. As seen in Table 2. the difference between
the results of the semi-automatic and automated
methods is not significant. The liver and spleen
automation produced better results, but the results of
automated kidney segmentation show decrease in
accuracy.

The mediastinum area consists of different organs, that
is why it is hard to determine the correct boundary.
Despite of this difficulty, the automatic mediastinum
segmentation produced good results, average 87% true
positive and 7% false positive volume fractions.

Correct seed
regions
Left Kidney 88%
Right Kidney 88%
Spleen 96%
Liver 96%

Table 1 Successfully generated seed regions

AOverlap
Left Kidney -5,95%
Right Kidney -3,86%
Spleen 1,11%
Liver 3,26%

Table 2 Difference between the average
overlap of the 12 automatic and semi-automatic
tests

5. Conclusion

The primary goal of the project was to automate the
existing semi-automatic methods without sacrificing
the segmentation quality.

We developed an automatic segmentation framework
based on probabilistic atlas. This framework showed
great potential in automation of existing semi-
automatic methods and it can be the basis of
developing new methods. The built-in clinical
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knowledge allows fast and accurate automatic organ
segmentation, which is able to run in the background,
saving significant time for the clinicians. However,
there are some points where this framework can be
improved (e.g. more accurate registration; using the
atlas during the segmentation not only for
initialization). This framework was tested for native
CT scans, but in the future it can be applied to other
modalities (MR).

As major benefits of automation, the eliminated
operator-dependency and the improved repeatability
are the greatest achievements, furthermore the
precision of the segmentation methods was preserved.
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Semi-automatic framework
for anatomical liver segment separation

T. Ungi, A. Kriston, T. Blaskovics, M. Fidrich

Abstract

This paper presents an automatic framework for portal vein segmentation and liver segment
separation. The frameworks consists of hepatic vessel segmentation, portal and hepatic
vein separation, automated labeling of main vein branches and anatomical segment
separation modules. Various methods are presented and discussed for the different
modules. The preliminary evaluation involving some representative cases shows the

functionality of the proposed framework.

1 Introduction

The liver can be divided into 8 functionally
independent segments. For liver surgical planning,
structure and morphology of the hepatic vessels are of
major interest.' The clinical applications of the
separation of liver segments are:

e Liver transplants, when a healthy donor gives a
part of his or her liver to another person. Volume
of the resected part has to be determined to predict
postoperative liver function. The resection is best
to be made respecting liver segment boundaries.

e Oncologic resection, and its extent of resection
depend on the location of tumors and the spatial
relations between tumors, hepatic vessels and
segments.

In the center of each segment there is a branch of the
portal vein, hepatic artery and bile duct. In the
periphery of each segment there is vascular outflow
through the hepatic veins.

Right hepatic vein divides the right lobe into anterior
and posterior segments.

Middle hepatic vein divides the liver into right and left
lobes (or right and left hemiliver). This plane runs from
the inferior vena cava to the gallbladder fossa. Left
hepatic vein divides the left lobe into a medial and
lateral part. Portal vein divides the liver into upper and
lower segments. The left and right portal veins branch
superiorly and inferiorly to project into the center of
each segment.’

Branching of the portal vein respects liver segment
boundaries. The 8 greatest branches represent the 8
functional segments of the liver. Conventional main
portal branching is present in about 65% of the
patients.*

normal (~65%)

trifurcation (~9%)

RP first (~23%)
Figure 1. Main variations of the portal vein branching *

separate VI (~2%)

Branching of the left liver lobe (segments II-1V)
reliably follows a standard pattern, while the right liver
lobe has significant variations.’

Borders of the liver segments are not visible on any
imaging modality, so ground truth can only be obtained
from cadavers. Corrosion casts are prepared by filling
the portal vein with a liquid plastic that becomes solid
by cooling. The liver is than removed from the solid
plastic that leaves the detailed branching system of the
portal vein.

S

Figure 2. A portal corrosion cast ’
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2 Previous Work

Skeletonization

Liver Deskeletonization
segmentation
Liver segments
label
segmentation ki

Figure 3. The main modules of a published solution,
which was followed by our earlier work ?

Portal vein tree
separation

Select subtrees

2.1 Vessel segmentation

Intensity based region growing from seed points can
segment portal veins until the third branching level.
The problems with this simple method are

1) oversegmentation in the hepatic vein,

2) undersegmentation in case of smaller branches.
Undersegmentation can be reduced by a hybrid method
of combining morphological closing, distance analysis
and thresholding.*

A Hessian eigenvalue based line filtering could greatly
enhance the accuracy of vessel segmentation.®
Reducing the region of enhancement to the region of
segmented liver could reduce computation time under
an acceptable limit.

Branching points do not have a characteristic tubular
shape, therefore region growing on a vesselness
enhanced image can stop at branching points. These
points can be detected by corner detection methods,
and handles separately to connect close vessel areas."’

[ A~ [ 8 | ¢ |
{79%]90%{93.4%!

Overlap with
Ground Truth

Figure 4. Impact of vessel segmentation accuracy (A:
only the main branches, B: with secondary branches,
C: third branching level) *
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2.2 Impact of vessel segmentation

Portal vein segmentation is the input of segment
separation. The accuracy of portal vessel segmentation
has a high impact on the accuracy of segment
separation.

If the vessel segmentation method can only detect the 8
main portal branches, we can expect a 25% volumetric
error in the segment separation results, which is
unacceptable. At least the secondary branches should
be accurately segmented to reduce the error under 10%.

2.3 Portal vein tree separation

Usually two different vessel systems of the liver are
enhanced with contrast during the scan, which results
in an oversegmentation of the portal system into the
hepatic vein system.

Leakage of the segmented portal region into the hepatic
vein can be characterized with creation of loops in the
topology of the region (note that loops can occur also
between portal branches), increase in thickness of the
branches in the blood flow direction and obtuse angles
in branch junctions.”

Identification of these features enables wus to
automatically remove nearly all non portal vessel
segments.

An other method, reported to work automatically in
most of the cases > has several parameters, some of
which has to be adjusted manually. The tree separation
works on graph representation of the vessels (output of
skeletonization), because it enables an easier access to
the geometry of branches and structural information.

2.4 Skeleton to graph conversion

Palagyi et al. successfully determined the topological
graphs of airway skeletons.'' He used the breadth-first
search algorithm to go over the determined skeletal
branching points. This method constructs a graph of
tree topology for all skeletons. However, liver vessels
contain circles, even after an accurate segmentation,
due to the coexistance of more vessel trees, and the
partial volume effect. The breadth-first search should
be modified for our purpose.

2.5 Subtree selection

Selle et al. identifies the 8 most voluminous subtrees in
the segmented portal system. Thus, their system will
not be able to correctly label a patient’s portal vein
after a segmentectomy, or a patient’s portal vein with
some topological exception.

Soler et al. use a similar method, but classification of
portal branches is guided by a manually segmented
liver registered to the actual case. Two portal sub-
branches are merged only if they fall into the same




label on the registered template. This method is more
reasonable and advanced than the previous.

2.6 Conclusions of literature review

Developments of accurate and robust vessel
segmentation and liver segmentation methods are
prerequisites for liver segment separation.

Evaluation of new methods with corrosion casts, or
during liver transplantation surgery is expensive. It is
reasonable to use methods published by others that are
already tested and evaluated.

3 Our proposal in detail

3.1 Overview

portal phase User interaction or
contrast CT automatic dassification
1
| |
A 4

Liver volume Vessel Branches
classification
Portal vein Parenchyma Measurement
separation from classification and visualization

hepatic vein

Figure 5. Workflow of our method

As inputs, a portal phase contrast enhanced CT and a
segmented liver volume are needed. The segmentation
can be done automatically or manually, depends on the
available resources.

Vessel segmentation classifies the input volume into
vessel and background volumes. Then separates the
portal vein system from the segmented vessels.
Branches classification labels portal vein branches as
they belong to different anatomical segments, this can
be classified manually, or automatically. The
possibility of manual editing after an automatic
classification is still recommended.

Parenchyma classification labels the whole liver
volume by mapping each volume element to an
identified segmental branch of the portal vein tree.

3.2 Detailed design

3.2.1 Determine parenchyma intensity

Automatic liver parenchyma intensity assessment is
based on the anatomical feature, that the liver is the
only organ that is on the right side of the abdomen.
Therefore, the intensity histogram of the right image
side exceeds the histogram of the left image side only
at liver parenchyma intensities.

/ Original /
image

Extract
ImageFilter

Left Histogram Left
region Ganerator histogram

Right Histogram Right
region Generator histogram

Figure 6. Parenchyma intensity determination

This method gives the true intensity of liver
parenchyma on 100% of our test images automatically.
The continuous nature of the histogram enables the
resulting subtracted histogram to be rescaled between
values 0.0 and 1.0. The rescaled histogram can be used
as an intensity transfer function that maps the original
image to a probability map of belonging to liver
parenchyma. This is illustrated in the figure below.

2 40 60 80 100 120 140
Mounsfield Unit

Figure 7. Original CT image slice on the left,
parenchyma weighted image in the center, weighted by
the intensity transfer function on the right.

3.2.2 Determine vessel intensity

Vessel intensity window determination is a more
difficult task, and can be approached by several
methods.

Manual selection of regions in the parenchyma and
root area of portal tree, in Gaussian filtered (c=2.0
mm) images results in the following training data.

400 1
y =1.5283x +22.204

350 1 R?=0.5196 L
300 -
250 -
200 1
150 -
100 -

Mean portal root color

50 1

0 T T 1
50 100 150 200

Mean parenchyma color

Figure 8. Correlation of liver parenchyma intensity
and portal vein root area intensity.
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Linear regression leads to the following empirical
formula:

VesselCenter = ParenchymaCenter * 1.53 + 22.2

Where ParenchymaCenter is the peak of parenchyma
histogram, VesselCenter is the estimated peak intensity
of the vessel histogram.
It has to be noted that the intensity of smaller vessel
branches are much closer to parenchyma intensity than
the root area of vessels.

Based on inspection of test image data, 2.5% of the
segmented liver volume belongs to vessels. This
hypothesis implies that the 97.5 percentile of the
histogram of the image covered by segmented liver
mask gives a lower threshold for vessels.

This method works well in about half of the test data,
but gives too high threshold in case of dilated hepatic
veins, and in case of hyperdense tumors in the liver.

3.2.3  Find vessel seed point
Hyperdense tumors may have elongated shapes.

Therefore, neither maximal intensity point, nor a line-
sensitive shape filter can mark a good seed point for
vessels in the liver. An iterative search method is used
as shown in the figure below.

Seed point
found

Figure 9. Flowchart of vessel seed point detection.

To create a vessel seed point map and later to enhance
the input image, we used the Hessian matrix that
describes the local curvature of a function of many
variables. If the real-valued function is the following:

f(x1,X2,...,Xp)

and if all second partial derivatives of f exist, then the
Hessian matrix of fis the matrix:

H(®)i(x) = DDff(x)

where X = (X4,Xp,...,X;) and D; is the differentiation
operator with respect to the i argument.

The seedness map is created by
Hessian3DToVesselness filter of ITK with 8mm sigma.
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Region grow is performed with a lower threshold that
is the average of parenchymal intensity, and portal root
intensity (by linear regression model). Segmentation is
iterated until the segmented volume reaches at least 2%
of the liver volume.

3.2.4  Vesselness enhancement

A line filter provides a vesselness measure for tubular
objects from the Hessian matrix of image points. '*
Merging vesselness values and the original image is
currently performed by adding vesselness values to the
original image intensity.

2, \(:l_“

Figure 10. Hessian eigenvalue based vesselness
enhancement (right side), improved the result of simple
region growing (left side).

3.2.,5 Vessel intensity threshold refinement

Selle et al. suggested an optimal threshold
determination method for vessel segmentation. The
segmented volume increases as the threshold decreases.
The increase slope changes when the optimal threshold
is passed, because many voxels belonging to the liver
tissue are collected. This is shown on the following
diagrams.
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Figure 11. Segmented vessel volume as a function of
threshold value. Thresholds are chosen between liver
parenchyma intensity and estimated portal vein root
intensity.

Threshold rate of slope change is determined by an
empirical rule: the intersection of lines determined by
points at threshold rates 0.2, 0.3 and 0.5, 0.6.

3.2.6  Skeletonization

We prepare a skeleton of the segmented vessels, and
label all skeletal points with its distance from the
surface of segmented vessels. Cavities in the
segmented vessels cause awkward structures in the




skeleton, not compatible with a tree topology, therefore
they have to be filled before the thinning algorithm is
applied.

A decision tree based skeletonization method is used."
The algorithm uses 26-neighborhood connectivity for
the object and 6-neighborhood connectivity for the
background and guarantees unchanged connectedness
of the objects as well as not to create holes or cavities
in the object.

Figure 12. Surface segmented vessels (left), its
skeleton (middle) represented by small yellow spheres,
and distance labeled skeleton (right).

3.2.7  Skeleton to graph conversion

Portal vein root in the skeleton is found as the point

with maximal thickness, and vertical (Z) coordinate is

lower than that of the liver volume mass center, has

exactly 2 neighboring skeletal points, one of the

neighboring points, as a root, have branches that all

lead to the liver volume.

Although skeleton to graph conversion has an own

literature, we use a simple algorithm to classify

skeleton points into branches (edges) of the graph.

Points with 2 neighbors are stored by edges that they

belong to, all other points are converted to one, and

only one, vertex.

Requirements for the skeleton to graph conversion:

e The output graph should be directed.

e An edge with two branch points should always
point from a thicker edge to a thinner one.

3.2.8  Segments atlas registration

An automatic way of assigning segment labels to portal
vessels is to register an already labeled volume (atlas)
to the actual volume, and copy the segment information
from the atlas to the label map of the actual image.

3.2.9 Labeling of liver volume

Having the portal vein structure labeled with 8 segment
labels, the whole segmented liver volume should be
labeled with the 8 segment labels.

Fast marching algorithm is started from seed points
being the manually labeled vessel points. Our modified
fast marching algorithm iterates through every voxel of
the image volume with constant speed, and labels every
voxel with the nearest segment label. This way, the
liver voxels and closest vessel voxels will have the
same label.

4 Results

The proposed framework was implemented using the
free MITK software environment. The prototype
allows running the proposed functionalities in a
sequence. After cach step the results can be visualized
in 2D and 3D views and the user can make manual
correction before starting the subsequent module.

This work is currently in research prototype state thus
only limited and early evaluation is available. The most
important criteria for portal vein segmentation that the
result must contain at least the secondary branches to
reduce the volumetric error of segment separation
under 10%.

Tested on 20 (healthy 4, tumors 16) contrast-enhanced
CTs with manual liver contour. Automatic portal vein
segmentation fulfills the criteria in 30% of the cases,
with manual portal vein seed correction the result is
55%. The figures below illustrate a case where the
algorithm finds the seed point of the portal vein,
segments at least third level branches and automatically
labels the segments.

Figure 13. Segmented liver and the portal vein
(automatically segmented and labeled)

Figure 14. Individual liver segments
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Missing of main portal vein branches is a significant

issue, which can be caused by

e vasoconstriction or partial volume artifact, where
the algorithm misclassifies the following vessel
segment as a part of the hepatic vessel

e incorrect portal root, where the algorithm
mistakenly identifies the portal root after the first
branching point

The main direction should be the improvement of the

accuracy of the portal vein segmentation. The figure

below illustrates the most common problems found

through the testing. In the left picture a main portal

branch is missing (dark gray) from the segmentation

(white). On the right picture a part of the hepatic vein

is misclassified as portal vein.

Figure 15. Common problems: missing portal branch
(left) hepatic vessel included (right)

5 Conclusion and future directions

In this article we presented an automatic framework for
portal vein segmentation and anatomical segment
separation. It can segment the vessel structure of the
liver, detect the root of the portal vein, separate the
hepatic and portal structure, use an atlas for labeling
branches and calculate the liver segments.

Preliminary results show the method is promising, but
evidently, future work on the methods and extensive
medical validation are needed. It is important to note,
that the result of the different modules require manual
correction in most of the cases, so future work shall
also focus on the robustness of the algorithms and the
elimination of user interactions.
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Abstract

Medical image processing always had the problem of implementing experimental algorithms in a manner
suitable for day-to-day use. Required computation time always was and is a major constraint preventing the
application of many promising algorithms. The emergence of today's GPUs capable of general purpose
computing heralds a new age in the application of computing-intensive algorithms in daily use. This paper
demonstrates the capability of these GPUs in decreasing the computing time of current medical image
processing algorithms to acceptable levels. A bleeding detection algorithm for wireless capsule endoscopy
images is used for demonstration purposes, as this is one of the fields where automation is inescapable due to
the sheer number of images to be examined. The implementation of the algorithm in DirectX 9 and 10 brought
expected, but still astonishing results: computation time decreased by nearly an order of magnitude.

Categories and Subject Descriptors (according to ACM CCS): 1.4.6 [Image Processing and Computer Vision]:

Pixel Classification

1. Introduction

Graphics processors (GPUs) are emerging as powerful
computational  co-processors for general purpose
computations. The demands of graphics as well as non-
graphics applications have driven GPUs to be today’s most
powerful computational hardware for the dollar .

Since GPUs are specialized for computation-intensive
highly-parallel applications (e.g. graphics rendering),
unlike CPUs, GPUs devote more transistors to data
processing rather than data caching and flow control.
Current GPUs are capable of about ten times as many
GFLOPS' as current CPUs. GPU computational power
doubles every ten months (surpassing the Moore’s Law for
traditional microprocessors) whereas CPU computational
power doubles every seventeen months.

One of the main problems in medical image processing
is the time constraint. It is simply not suitable to employ
algorithms requiring an excessive amount of computing
time, their superiority notwithstanding. Other fields pose a

Y Giga Floating Point Operations Per Second

challenge with the sheer number of pictures to be
examined, quickly rocketing computing times to
unacceptable levels. This is especially apparent in the case
of wireless capsule endoscopy (WCE). A typical WCE
examination result consists of between 45-50 thousand
images, each having to be examined. The enormous
number of images requires automation, as physician time is
very expensive and with the number of images to be
examined fatigue is a significant issue, compromising
diagnosis reliability.

A supreme example for the prevailing problems is
automated bleeding detection in WCE images. On one
hand all possible bleedings have to be identified, as the
purpose is to reduce the workload of the diagnosing
physician and “discarded” images (i.e. images marked as
non-bleeding) will not be examined further. Falsely
discarded images containing bleeding can lead to disaster,
as they may even result in patient fatality. As permitting
such a scenario is unacceptable, every effort must be taken
to prevent it. Ideally this requires 100% reliability
regarding negative results and results in relatively minor
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importance of the lowest possible number of false positive
identifications. Low number of these is still a priority but
far less important than absolute certainty in non-bleeding
classification. False positives, while to be avoided, are not
harmful in small numbers. However, care must be taken, as
a large number of false positives defeats the whole purpose
of the algorithm. In practice the absolute requirements for
non-bleeding classification may be relaxed a little without
compromising effectiveness and reliability. As the same
bleeding is usually visible in multiple WCE images due to
the relatively high frequency of imaging (multiple pictures
per second, the exact number dependent on the type of
capsule) relative to the movement speed of the capsule in
the bowel, it is sufficient to identify a single picture of such
a groups as positive bleeding. The diagnosing physician
will of course examine the images adjacent to the one
identified as bleeding to explore the bleeding site and its
surroundings. The overall goal is to indicate all bleeding
sites, with the smallest possible number of false bleeding
classifications. The first is necessary for safe and
responsible application, while the second reduces the
workload of physicians further and is also desirable to
inspire “trust” in the procedure so that even very small
bleedings and/or lesions can be identified and measures can
be taken before they become a “big” issue.

2. The Implemented Algorithm

Multiple approaches have been tried in bleeding detection.
Just to name a few, Kodogiannis and Lygouras * proposed
an integrated decision-support system. Their approach
identifies texture features in the texture spectrum in
chromatic and achromatic regions on a selected area from
the histogram of the colour components with a complex
neural network. Bourbakis® advocated the use of
synergistically integrated image processing, - analysing and
identifying procedures to detect anomalies. Coimbra and
Cunha investigated the feasibility of MPEG-7 visual
descriptors regarding automated image interpretation.

The example used in this paper is the algorithm proposed
by Lau and Correia?, which is very attractive both in
detection rate and the number of false positives (if the
parameters are suitably chosen).

The only negative aspect is the required computing time.
(Their algorithm works in HSV space, requiring a
conversion from RGB to HSV representation for every
image regrettably increasing computing time considerably.)
Further of note is that the algorithm uses per pixel criteria
to detect the presence of bleeding, so GPU computing
promises a considerable decrease in computing time.

156

Figure 1: Source image

The original algorithm utilises a preliminary qualifying
function to reduce the number of images that have to be
examined on a per-pixel basis. This function divides the
image into 16 blocks and examines the average pixel
intensity in each. This function while capable of speeding
up computation on CPUs would necessitate either doing
this computation on CPU, or for every image to be run
twice trough the graphics pipeline. This is not acceptable
and on average only increases required computation time if
GPU processing is implemented, thus we decided to omit
this function. The main qualifying function examines the
Saturation and/or Intensity values of each pixel in relation
to the average intensity of the image to decide if it
corresponds to bleeding. The image itself is qualified as
bleeding if the number of bleeding pixels surpasses a
threshold value.

To summarize: Two per-pixel operations have to be
performed on each image; conversion from RGB to HSV
representation, and bleeding detection. We further need to
compute the average pixel intensity for each image. The
per-pixel operations can be massively parallelised in the
graphic pipeline.

An important fact is that the PillCam system forming the
basis of our research stores the images in an avi container
as jpeg images. Using traditional means, these had to be
decompressed using the Independent JPEG Group’s libjpeg
library requiring further processing time. Contrary, using
GPU processing an image can be loaded into a texture
while generating its mipmap °. The mipmap is generated
using box filtering. Box filtering is used to calculate the
new pixel values when decreasing resolution by a factor of
two. The resulting pixel is values are calculated by
averaging the original pixel and its “east”, “south” and
“southeast” neighbours (Figure 2). This causes the lowest
mipmap level to be the exact average of all pixels of the
image. The algorithm requires the computation of the
average pixel intensity for every image so we can take
massive advantage of the built in functionality:
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Automatically generating mipmaps at texture creation time
takes advantage of hardware filtering because the mipmap
resides in video memory. This further speeds up the
algorithm.

Figure 2: Mipmap levels 3, 4, 5 and 6
(the original image is level 0)

At this point we have the picture (Figure 1) and its full
mipmap' (Figure 2) in video memory as a texture, its
lowest level representing the average values for the image.
An object to apply the texture to is also needed, a simple
rectangle is sufficient for our purposes.

It is imperative to render to a texture and to avoid
rendering anything onto the main display, as this would
limit execution speed considerably. After ensuring this, the
whole bleeding detection can be done in a single pass using
vertex and pixel shaders 3.0 (DirectX 9 implementation) or
4.0 (DirectX 10 implementation) utilising the -effect
interface. Using lower version shaders is not possible due
to the limited number of instructions allowed in early
shader models.

The vertex shader is used to access the lowest mipmap
level of the texture, extracting the average of the RGB
values of the image and to facilitate the conversion from
RGB to HSV to gain the average pixel intensity, which in
turn is then passed on to the pixel shader. The algorithm
however does not utilise the H value (Hue). A further
speed-up was gained by simply omitting the computation
of the Hue. As a rectangle has 4 vertices the conversion of
the average is done 4 times. It is supremely important to do

" Amipmap is considered full, or complete, if the dimension of

the lowest image of the collection is 1x1 pixel and all previous
maps are present

the RGB-HSV conversion of the average in the vertex
shader, as otherwise this calculation would be done for
every pixel (256x256 times). This waste of processing
time can not be tolerated.

The data is then passed onto the pixel shader in the
graphics pipeline. The average value is passed on as an
additional COLOR attribute, represented in HSV space.
The RGB-HSV conversion is applied to every pixel before
the bleeding detection function is run. Aforementioned
function simply realises the main qualifying function as
proposed by Lau and Correia. The pixel shader then passes
on the color “white” for the pixel if it is found to be
bleeding, and “black” if not (Figure 3).

Figure 3: Bleedings map

The result of this rendering step is a texture containing a
map of bleeding pixels. The number of these is needed to
decide if the image is to be classified as bleeding. There are
two possibilities at this point:

Counting the white pixels in the image using the CPU
may be relatively easy to realise, however it is not very
efficient to put it mildly.

The other option is to apply the same technique used
earlier to this texture. There are 3 possibilities: First is
generating a mipmap of the result using automatic mipmap
generation. The second achieves the same end result using
the IDirect3DDevice9::StretchRect command successively
with D3DTEXF_LINEAR as filter-option to ensure
suitable filtering, decreasing resolution by half until 1x1
pixel resolution is reached. This function however is NOT
available in DirectX 10, instead a separate shader doing
this exact computation has to be realised. These 3 are
equivalent solutions, as automatic mipmap generation
simply packages the process into a single command for
convenience’s sake.

Whichever method used, the end result is a 1x1 pixel
surface which contains the average value of the result,
which in turn is proportional to the number of bleeding
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pixels. These can be obtained if required by multiplying the
aforementioned with the number of pixels in an image. It is
supremely important to note at this point, that extreme care
has to be taken when accessing the results. Accessing these
surfaces in DirectX 10 requires mapping them to be
accessible to the CPU. Accessing this mapped result in an
unsuitable manner will massively slow down the
processing. If access is prematurely the command will wait
for the result to become available after the rendering is
finished, thus causing a pipeline stall in the GPU, as no
new commands will be fetched to the command buffer in
the meantime. To prevent this it is recommended to copy
the result to a staging resource and wait at least 2 frames
before attempting access. Fortunately this is simply
achieved by implementing a small circular buffer.

3. Results

The relevant specifications of the computer used for the
benchmarking of the algorithm are as follows: AMD
Turion64 X2 Mobile TL-50 1.6 GHz CPU, and 1024MB
RAM.

The modified algorithm adapted for GPU processing was
tested on a different PC. Specifications of the new system:
Intel Core Duo E7300 2.66 GHz CPU, 2048 RAM and
NVIDIA GeForce 9800GT graphics card.

As the CPU involvement or RAM usage in GPU
processing is negligible the comparison is still viable.

Our test verified a considerable decrease in computing
time (Table 1), to the point where everyday application is
feasible. The superiority of the DirectX 10 implementation
is evident, however even the DirectX 9 implementation still
offers a considerable decrease in processing time. DirectX
10 implementation offers a processing speed of around 204
FPS'.

4. Conclusions

This paper demonstrates the capability of GPU processing
to massively reduce computation time of medical image
processing algorithms to a fraction of their former value.
The example of bleeding detection in wireless capsule
endoscopy images was used, as this is a particularly
computation intensive task due to the sheer number of
images involved. Different bleeding detection algorithms
were introduced and the one chosen for the demonstration
was presented in some detail. During the presentation
several issues and points of particular influence on the end
result of the GPU implementation contrary to a traditional
CPU implementation were pointed out .

" Frames Per Second
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Exam # 1 2 3 4
Images 57547 56761 53326 59764
CPU time 2697s  2601s  2485s 2742 s
DX9
GPU time 357s 335s 325s 377 s
DX9 CPU/
GPU 7.5546  7.7642  7.6462  7.2732
DX10
GPU time 265 s 255s 260 s 293 s
DX10
CPU/GPU 10.17 10.20 9.55 9.3584

Table 1: Test results

GPU computing offers a viable possibility to introduce
algorithms into everyday medical practice heretofore
unsuitable regarding computing time, while also opening
up a whole new level in patient comfort. Due to increased
computation capacity and reduced computation time it is
possible for the diagnosis to be finished in minutes. The
patient will merely be asked to wait a few minutes outside
for the diagnosis to be finished. This elevates patient
comfort hugely on multiple levels. No longer need the
patient be sent back home to anxiously wait for the result
of the examination, reducing stress. Also no additional
travel arrangements have to be made for patients from
remote regions just to receive the results.
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Iterative 3D Reconstruction with Scatter Compensation for
PET-CT on the GPU
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Abstract

This paper presents a fully 3D reconstruction algorithm for Positron Emission Tomography (PET) running on the
Graphics Processing Unit (GPU). Using the electron density reconstructed by an additional Computer Tomograph,
single and multiple scattering effects are also estimated and compensated. We propose gathering type forward-
and back-projection steps executed by the GPU with no GPU-CPU communication. The error analysis leads us to
the conclusion that forward-projection should be computed with similar number of samples on all detector pairs.
With these advancements, over 256° resolution voxel arrays can be reconstructed in a few minutes.

1. Introduction

In positron emission tomography (PET) we need to find the
spatial intensity distribution of positron-electron annihila-
tions. During an annihilation event, two oppositely directed
511 keV photons are produced 2. During measurement we
collect the number of simultaneous photon incidents in de-
tector pairs, also called Lines Of Responses or LORs. Be-
fore being detected in the detectors, photons might scatter,
get absorbed due to the photoelectric effect, or produce new
photon pairs, but in our energy range and for living organs
only scattering is relevant. The probability of scattering in
unit distance is the scattering cross section 6. When scatter-
ing happens, there is a unique correspondence between the
relative scattered energy and the cosine of the scattering an-
gle, as defined by the Compron formula:

1
€= — ——
1+ €p(1—cosB)
where € = E; /E expresses the ratio of the scattered energy

E) and the incident energy Ey, and gy = Eo/(mecz) is the
incident photon energy relative to the energy of the electron.

The differential of the scattering cross section, i.e. the
probability density that the photon is scattered from direc-
tion &' into differential solid angle dw in direction @, is
given by the Klein-Nishina formula *°:
do(V,cos0,80)  roC(¥) (e snto),

do 2

where cos® = @- @', C(¥) is the electron density, and re =

2.82-10~1° [m] is the classical electron radius. The Klein-
Nishina formula defines the product of the scattering cross
section and the conditional probability density of the scat-
tering direction. The scattering cross section can be obtained
as the directional integral of the Klein-Nishina formula over
the whole directional sphere:

. do (¥, cos 0, & reC(v
o(v0) = [ LT 4y _ ZED 50y,

(1
Q

where Q is the directional sphere and 6" is the normalized
scattering cross section:

1
oo(so):/e+e3—ezsinzedm:zn/s+£3—ezsin29dcose.
Q -1

The ratio of the Klein-Nishina formula and the scattering
cross section is the phase function, which defines the proba-
bility density of the reflection direction, provided that reflec-
tion happens:

do e+e® —e’sin?0
PKN(COSG,e()) = %/0’: Tﬁo)

In a PET combined with a Computer Tomograph (CT),
two measurements on different energy levels are made. First,
the CT calculates the total extinction of the gamma photons
along the LORs, from which electron density C(V) is recon-
structed. Then, the PET reconstruction can take advantage
of this information to improve its accuracy.

159




Magdics et al / 3D Reconstruction for PET-CT on the GPU

2. PET reconstruction problem

The inputs of the reconstruction algorithm are the measured
responses of detector pairs, called LORS: (¥1,y2, .-+, ¥N,ox)-
Additionally, we also know the electron density C(V) in the
volume, which is measured by the CT equipment.

The required output of the reconstruction method is the
emission density function x(v) that describes the number of
photon pairs (i.e. the annihilation events) born in a unit vol-
ume around point V. To represent the unknown function with
finite data, it is approximated in a finite element form:

Nooset
x(¥) = Z xyby (V),
V=1
where xp,x2,...,xn,,, are the unknown coefficients and
by (V) (V. = 1,...,Nyoxer) are pre-defined basis functions.

For example, if by (V) is constant and equal to the recip-
rocal of the voxel volume in voxel V and zero otherwise,
then the finite element approximation is piece-wise constant.
On the other hand, if by (V) tri-linearly decreasing from the
voxel center to the centers of the neighboring voxel, then we
work with tri-linear approximation. We assumed that the ba-
sis functions are normalized, that is [ by (V)dv = 1 where V

is the volume of interest. Note that n(‘)}rma]ization means that
basis function by (V) is a probability density. In this paper we
use fri-linear basis functions because it is directly supported
by the graphics hardware so it has no additional computa-
tional cost.

The correspondence between the coefficients of the emis-
sion function (voxel intensities) and the detector responses
is built of the elemental conditional probability density that
a photon pair lands at detector points 7} and 7> given that
they are emitted at point v in directions @ and —®, which is
denoted by

P(T)\CD—) Z1,22)-

This probability depends on the level of accuracy on
which the physical phenomena are simulated:

e Without scatter compensation, this density is zero if either
Z) or Z is not on the line going through v and of direction
®. If they are on the line, this density equals to the proba-
bility that no extinction happens along the line, which also
depends on photon energy €g:

— fol e
PH,®—7,%)=e 4

In our particular case, the attenuation and detector proba-
bility should be evaluated at gy = 1, i.e. at the energy level
of the electron, since now we consider only photons that
have not scattered yet.

e With scatter compensation, the forward-projection also
simulates multiple scattering effects, making this prob-
ability equal to the probability that the pair of photons
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arrived at 7; and 7, after zero, one, two, etc. scattering
events. As scattering may happen anywhere, the contribu-
tion of single scattering is a 3D integral, the contribution
of double scattering is a 6D integral, etc. In theory, the
probability involving arbitrary number of scattering points
can be expressed as an infinite dimensional integral.

Assuming that detectors are ideal — i.e. that a photon ar-
riving at the surface of a detector may contribute only this
detector and may not get scattered into another detector crys-
tal — the probability that LOR L detects a photon pair is the
integral of the arrival density for point pairs on these detec-
tors of areas D and D,, multiplied with the probability that
the photons are detected:

[ [PE.0-2.2)D @ @D (2. 0)dadzz

€ 0

where Dg, is the energy dependent probability that the de-
tector detects the photon, called detector sensitivity. In the
general case, this probability also depends on the photon en-
ergy, the location and the direction of the incidence.

If a photon pair is isotropically emitted from point v, then
the probability that it is detected by LOR L is

We have to integrate only on the half sphere (Q) having
solid angle 27 since the two photons of the pair may be ex-
changed.

The total contribution from all points v to the expected
number of hits in LOR L is:

Nyoxel
iL — /x(ﬁ)P(ﬁ P L)dv — 2 Xy bV (V)P(\; - L)dv
) V=1 v

This equation can also be written in a matrix form:
¥y=A-x

where the system response is characterized by a system ma-
trix A 3, which defines the correspondence between voxel
intensities X = (xy,x2,....%xn,,,,) and expected LOR values
¥ = (J1,¥2,---,YN,0r)- The meaning of matrix element

Ay = //bv(V)P(V»a’ - L)%:d" )

is the probability that a photon pair born in a random point
distributed with density by (V) is detected by LOR L.

The task of the reconstruction is to find voxel intensities of
x based on the measured LOR incidents in y. Such problems
can be attacked by iterative approaches that iterate forward-
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projection
Nvure/ ( )
~ n
yL= Apvxy’, (3)
V=l
and then correct x"*!) from x") according to the similarity

of the resulting guess of the expected value ¥ and the mea-
sured response y.

For example, based on expectation maximization (EM)
, we obtain the following correction, also called back-
projection scheme:

(n+1) N,
% B 1 LOR L
t(") "~ Nior Lz:‘l A “
=1

In the forward- and back-projection steps, matrix ele-
ments A,y need to be estimated on-the-fly since neither their
pre-computation nor their storage is feasible in our case, be-
cause of the following reasons:

e If scattering were ignored, the system matrix would be
sparse. However, with scatter simulation all matrix ele-
ments can be non-zero, thus sparse matrix techniques and
matrix compression do not work.

e The scattering parameters depend on the electron density
function of the measured object, which is obtained by the
CT in parallel to the PET measurement. Thus, the system
matrix is different for every different object, so a single
off-line simulation or measurement is not suitable for its
computation.

The physically based 3D PET reconstruction problem is
challenging. Iteration should work with very large matrices.
When scattering is also considered, this matrix is not sparse.
Due to the dependence of the scattering parameters of the
measured object, the matrix cannot be pre-computed or mea-
sured, neither can the inherent geometric symmetries of the
detector grids be exploited. A matrix element describes the
effect of all possible paths of a photon pair originating in
a voxel and landing at a detector pair, which may have arbi-
trary number of scattering points. Mathematically, the matrix
element is an infinite dimensional integral, and in forward-
projection the matrix elements must have sufficient preci-
sion. Iterating with such a huge matrix and re-computing
matrix elements as high-dimensional integrals in each iter-
ation step need enormous computation power if we wish to
obtain the reconstruction results in reasonable time (i.e. at
most in a few minutes).

3. Previous work

The time-consuming process of fully 3D iterative tomogra-
phy reconstruction has been targeted by both algorithmic
improvements and by looking for more efficient compu-
tational platforms. Among the high-performance comput-
ing possibilities, like FPGAs ¢, multi-CPU systems ', the

CELL processor #, and GPUs '?, the GPU has proven to be
the most cost-effective platform for such tasks 7. GPUs can
be programmed with two different programming models.
Shader APIs like OpenGL/Cg or Direct3D/HLSL present
the GPU hardware as the direct implementation of the incre-
mental rendering pipeline ', including both programmable
and fixed processing stages. On the other hand, CUDA 3,
StreamSDK, and OpenCL provide an access to the multi-
processors of the GPU where each multiprocessor contains
a set of scalar processors organized into warps sharing the
instruction unit, and therefore acting as a SIMD hardware.

Most of the GPU approaches published so far consid-
ered only the geometry in projection calculation and used
the shader API for implementation ' -9, The rasterizer and
the alpha-blending units accessible through the shader API
support these simple calculations, but when the algorithm
gets more complex, the incremental rendering pipeline view
of the shader API becomes too restrictive and less intuitive.
While attenuation correction and the incorporation of the
point spread function in SPECT are relatively straightfor-
ward ¢, physically plausible scatter correction should be re-
placed by a simple blurring operation to stay within the con-
straints of the incremental rendering pipeline '8.

However, when more complex algorithms are imple-
mented, the additional control of the shader processors
out-weights the possibility of exploiting the fixed func-
tion pipeline elements, like clipping, rasterization, depth-
buffering or alpha blending. Considering these, we have cho-
sen CUDA as the implementation platform.

Physically plausible scatter correction needs photon trans-
port simulation and the evaluation of high-dimensional in-
tegrals in photon path space. As classical quadrature rules
fail in higher dimensions due to the curse of dimensional-
ity, these high-dimensional integrals are estimated by Monte
Carlo or quasi-Monte Carlo methods 3. Better results can be
obtained for the single scattering case when the integral over
the path space can be transformed to a volumetric integral
17, Our method also uses this transformation, but extends it
for multiple scattering. Furthermore, instead of random sam-
pling, we apply deterministic Sigma-Delta modulation for
sample generation 5.

4. Reconstruction algorithm
4.1. Forward-projection without scatter correction

Forward projection computes the detector responses from
the current emission density estimation defined by vector

X = (X1 550 o N e )2

Nyoxet . do
g, = Z Ayxy = //x(\')P(v,(o—) L)Edv.
¥l Vn

If we ignore photon scattering, then a LOR can be af-
fected only if its detectors are seen at directions & and — @
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from emission point v. It also means that emission point ¥
and direction ® unambiguously identify detector hit points
Z1 and Z», or alternatively, from detector hit points 7} and Z»,
we can determine those emission points v and direction @,
which can contribute. We shall modify our view point from
the emission points and directions to detector points, and us-
ing the correspondence between them, the detector response
is expressed as an integral over the detector surfaces.

volume
de,: solid angle
in which dz,

is visible from Z,

vV emission—|
point

dA: perpendicular area
dl: chord length

da: solid angle in which
Ly, dz, and dz, are visible from v

Figure 1: Computation of the Jacobian of the change of
variables. The differential solid angle at which dz; detec-
tor surface and dzp detector surface are simultaneously
seen from emission point vV is do = dz cos 0z /|7 — * =
dzycos 6z, /|7 — V2. The differential solid angle at which
dzy is seen from point 7y is dwy = dzp 0805, /|7 —7) 1> =
dA/|Z, — V|%. Finally, the differential volume intersected by
lines of 7} and 7> is dv = dIdA, where dl is the length of the
line segment intersecting dv, and dA is the surface area that
is perpendicular to the line.

According to Fig. 1, the Jacobian of the change of inte-
gration variables is:

dw dldzi-dz-  cos®z cos:
Sodv= 5+dldzdz
27 ! 21!]51 —32|2 27[[21 —4")[7 dartiay:

where detector normals enclose angles 8z, and 6=, with the
direction between 7; and 7>, thus the dlfferennal detector
areas perpendicular to the LOR are d:]l' = c080z dz; and
dzy =cos 0:,dz>. Let us introduce the effective detector sen-
sitivity (the detector’s cross section) as the product of detec-
tor sensitivity and the cosine of the angle between the detec-
tor normal and the incident direction:

Dl =

If scattering is ignored, energy level €y = 1 is constant.

De, () cos 6=

With this, the LOR integral can be expressed as:

)"L://X(thz)ﬂ( 1,%2)Di (Z1)Di- (22)dzidza,  (5)
Dy D

where D and D are the surfaces of the two detectors of the
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given LOR,

Fo)
= = 1 =
X(Z1,20) = E/x(l)d[

21
is the total emission of photons along the line segment of end
points 7} and 75, and
1 - :fo’(i.E())dl

:,|2-€ !

R0(21522) - Izl -2

is the attenuation factor.

Equation (5) can be estimated by taking Ngeine uniformly

distributed point pairs, (z1 ,Zi')) on the two detectors:

Naetline
D1Dy TR (i)l
Naetline i=1

L 'Dit &")Di (%)

where X and T(i) are estimated by ray-marching on the
line segment (ﬂ ¥ )) visiting points 1, j in step j, being at

distance Al; (Fig. 2):
N,

i

~

L
2n

70 ~ _‘__ o= L o(l.e0)Al
|4(1 i) |2 '

Detector Detector
module 2

| module 1

Figure 2: A single computational thread of forward-
projection takes a detector pair and marches on the rays
between the sample points of the detectors.

The error of this estimation depends on the number of
line samples Nggine and point samples per line Npgpen,
and also on the discrepancy of the samples in the five-
dimensional space. As random samples are more uniform in
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higher dimensional spaces than grids, we obtain 4D samples

(“(;i)au(zi),ugi),uﬂi’) randomly.

4.2. Back-projection

Back-projection evaluates equation (4), i.e. it computes a
fraction for each voxel V, where the denominator and the
enumerator are
Nror Nror
Denom = Ay, Enum = Z Ay
L=1 =l

YL

L
Back-projection can be executed approximately without
changing the fixed point of the iterations scheme, thus, the
volumetric integral of the system matrix is estimated from
a single position sample v obtained with a probability den-
sity of by (V), and the directional integral is approximated by
a single sample per detector d;, which subtends solid angle
Awy, (Fig. 3). Emission point v and point 7} on detector d;
determines direction @. If scattering is ignored, P(V,® — L)
is non zero for that L(d},d») LOR where the line of 7} and v
intersects detector d;. For this LOR, we get:

Aw — / / by (WP, 8 — LD 24y ~

27
V Qy

" do Awg >
P(¥,®— LD} —— ~ —4.D}
/ v,@— L) '2n 2n
Qy

where D) is the detector efficiency if the photon is on the
energy level of the electron and it arrives perpendicularly at
the middle of the detector. For other LORs associated with
detector dy, Ap g, 4,)v = 0.

Detector 1 Detector 2

Figure 3: A single computational thread of back-projection
takes an emission point sample v and processes all LORs
that can cross this sample point.

The directly sampled detector d; is called primary. The
detector that is obtained by line intersection is the secondary.
As secondary detector d» is unambiguously determined by
voxel sample v and primary detector sample Zj, it is a func-
tion of them, which is denoted by d»(Z;,V). Note that not
all primary detector — voxel pairs, i.e. (Zj,V), correspond to
a secondary detector. It can happen that the line defined by
points 7} and Vv does not intersect any modules, that is, it
misses all detectors. When the integrals are estimated by dis-
crete sums over the primary detectors, these detectors should
be skipped:

Naer A®
2
Denom =~ A
an !
dy=1.d; exists
Nder A(l) vy o
YL(dy.d>2(Z, vV
Bl &2 Z dlD]Z (d .(H)J'

di=1.d> exists 2n YL(d).d>(7).7))

As we take the fraction of the two values, we can simplify
with D}/ (2m).

Solid angle Awy, is the size of the directional set where
primary detector d; is seen from voxel point V. If the surface
area of the detector is D and the angle between the detec-
tor’s unit normal vector 7i; and the direction of 7} — Vis 6z,
then

Assuming a fixed emission point V¥, intersection point 2>
is obtained from primary sample 7| as a central projection.
Thus, Z; is a homogeneous linear function of Zj, and simi-
larly (r,s) can be obtained as the integer part of a homoge-
neous linear functions of (p,q):

Cr+Arp+Brq Cs +Asp+ Byg
e By & Tl e R,
Y—ap—Pg Y—ap—Pq
The coefficients in this formula are determined from the de-
tector geometry.

5. Accuracy improvement with scattering simulation

So far, we have ignored in-scattering, that is, we assumed
that emission point ¥ and detector hit points 7; and Z> are on
a line. With this assumption all scattered photons are lost. If
we consider photon scattering, the path of the photon pair
will be a polyline containing the emission point somewhere
inside one of its line segments (Fig. 4). This polyline in-
cludes scattering points 57, ...,5s where one of the photons
changed its direction in addition to detector hit points 7| = s
and 7> = §g;1. The values measured by detector pairs will
then be the total contribution, i.e. the integral of such poly-
line paths of arbitrary length.

We consider the contribution of photon paths as an inte-
gral over the Cartesian product set of the volume. This in-
tegration domain is sampled globally, i.e. a single sample
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is used for the computation of all detector pairs. Sampling
parts of photon paths globally and reusing a partial path for
all detector pairs allow us to significantly reduce the number
of samples and consequently the computation time.

To express the contribution of a polyline path, we take its
line segments one-by-one and consider a line segment as a
virtual LOR with two virtual detectors of locations, 5;_; and
§i, and of differential areas projected perpendicularly to the
line segment, dA,-J;I and dA,J‘ (Fig. 4).

Polyline photon path Virtual LOR

Figure 4: The scattered photon path is a polyline (left) made

of virtual LORs (right). The left figure depicts the case of

S'=@

According to equation (5) the contribution of a virtual
LOR at its endpoints, 1 . the expected number of photon
pairs going through dA,_, and dA,

X, TidAT- AT,
where
X =X(E1.5), Ti= T Ei-1,5).

In the line segment of the emission, the original photon en-
ergy has not changed yet, thus eg) =1.

Suppose that scattering happens around end point s; of the
virtual LOR in differential volume ds; — dAf‘dl, i.e. at run
length d/ (right of Fig. 4). Now let us extend this virtual LOR
by a single scattering step forming a polyline §;_1,5}, 5. 1.

The probability of photon—electron annihilation along dis-

tance d/ is o(sj, 88 )d/. The photon scatters in solid angle

dw with probability Pgy (cos 6;, EE) )dw where ; is the scat-

tering angle. The scattered photon will go along virtual LOR
(57, 5741) with differential area dAiJ;, at its end if area dA;; |
subtends solid angle dw, that is:

G &.
|5i =551 ]2
Upon scattering the photon changes its energy to

) eld)
et _ €y

1+80 (1 —cosG)‘

This photon arrives at the other end of this virtual LOR if
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there is no further scattering inside this line segment, which
is the case with probability T .1 (87, 5i41)-
0

Summarizing, the expected number of photon pairs born
between s;_; and §; and reaching differential areas dA,L_ 1

and dAiJ;l via scattering at differential volume ds; is:
X TiSi T+|dA,_|ds,dA,+1
where
Si=0 (3‘*,',6((;)) Pxn (COS 9;,88”)
is the differential cross section of the scattering.

The integral of the contributions of paths of S scattering
points is

= [ [ [P 3" Ap Ko Tisr Bt Dyl (d) dzsd,
Dy D2 VS i=0
(6)
where

i
Ai=17;s;
j=1
is the total attenuation between detector Z; and the ith scat-
tering point, including the attenuation due to scattering at the
end of the line segments, and

5
Bii= [] 8T
j=itl

is the total attenuation from between the (i + 1)th scattering
point and detector point 7>, and 881) and t—:((f) are the ener-
gies of the photons arriving at the first and second detectors,

respectively.

For example, the integral of the contribution of paths of
one scattering point is

s = / / / dvdzadz; o(5)Pxn(cos®, 1)-

DDy V

[DF (21)X (G1,5)Th (21.5)Teo (5, 22) Dy (Z2) +

Di @) Teo(1,H)X (2,9 (52D (), (D)

where g is the energy level of the photon after a single
Compton scattering at angle 6. Scattering angle 0 is formed
by directions 5 —7; and 7, — 5.

When the attenuation is computed, we should take into
account that the photon energy changes along the polyline
and the scattering cross section also depends on this energy,
thus different cross section values should be integrated when
the annihilations on a different line segment are considered.
As we wish to reuse the line segments and not to repeat ray-
marching redundantly, each line segment is marched only
once assuming photon energy €y = 1, and attenuation 7; for




Magdics et al / 3D Reconstruction for PET-CT on the GPU

this line segment is computed. Then, when the place of anni-
hilation is taken into account and the real value of the photon
energy € is obtained, initial attenuation 7 is transformed.
The transformation is based on the decomposition of equa-
tion (1):

0
ol.e0) = o(l.1)- S50

Using this relation, we can write

LT, iy I
L n = | o(l.g)dl ~60{% 3(0(1.1)d/
Teldy =22 =€ @ = “ =

cr()(z:(,\
= =12 )
(T||Z| — 2 ) o

The energy dependence of the cross section 6°(gg) is a
scalar function, which can be pre-computed and stored in a
texture. Fetching a value from this texture, the compensation
exponent can be easily calculated.

6. High-dimensional quadrature computation

In the previous section we concluded that the scattered
contribution is a sequence of increasing dimensional inte-
grals. Numerical quadratures generate M discrete samples
$1.82,...,8y in the domain of the integration and approxi-
mate the integral as:

1 & fisg)
ds~ — 5 8
/f(s) S szl ®)

p(s))

where p(s;) is a density of samples. The error of the quadra-
ture depends on two factors:

o Importance sampling: how well is density p proportional
to original integrand f.
e Stratification: how accurately are sample points
S1,82,...,8y distributed with density p.
In the integral )"(LS) of equation (6), a sample s; is a pho-
ton path connecting two detectors via § scattering points and
containing an emission point somewhere:

A7) A0 «J)

8; = (5,5, ,...,E@l) where 55’ =7 and 5/

Ssr1 =22

For example, if S = 1 i.e. we consider single scattering, then

§j= (ZI,E‘(‘/),Zz),

As the computation of a single segment of such a path re-
quires ray-marching and therefore is rather costly, we reuse
the segments of a path in many other path samples.

The basic steps of the path sampling process are shown
by Fig. 5. Let us consider these steps one-by-one, examining
their time complexity as well:

1. First, Nycaner scattering points s,..., sn,,,., are sampled.

2. Ray marching between
scattering points.

3. Ray marching from detectors 4. Ray marching on LOR and
to scattering points combination of scattering paths

Figure 5: The sampling process consists of four steps. In
step 1 the scattering points are generated by the CPU. In
step 2 the GPU processes global scattering paths connecting
scattering points by line segments. In step 3 a detector is
connected to all scattering points by a GPU thread. In step
4 a GPU thread computes the value of the LOR including the
direct and the scattered contributions.

2. In the second step global paths are generated. If we de-
cide to simulate paths of at most S scattering points,
Ny ordered subsets of the scattering points are se-
lected and paths of § points are established. If statisti-
cally independent random variables were used to sample
the scattering points, then the first path may be formed
by points s7,...,5s, the second by Sgi1,...,52, etc. If
the sampling variables are correlated or deterministic,
then they should be randomly permuted first to eliminate
dependence 5. Each path contains § — 1 line segments,
which are marched assuming that the photon energy has
not changed from the original electron energy. Note that
building a path of length S, we also obtain many shorter
paths as well. A path of length S can be considered as
two different paths of length S — 1 where one of the end
points is removed. Taking another example, we get S — 1
number of paths of length 1. Concerning the cost, rays
should be marched only once, so the second step alto-
gether marches on N, (S — 1) rays.

3. In the third step, each detector is connected to each of the
scattering points in a deterministic manner. Each detector
is assigned to a computation thread, which marches along
the connection rays. The total rays processed by the third
step 1S Ny Nycatzer-

4. Finally, detector pairs are given to computational threads
that compute the direct contribution and combine the
scattering paths ending up in them. The direct contribu-
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tion needs altogether Ny ineNroOr Tay-marching compu-
tations.

The computation effort can be analyzed by counting the
number of rays needed to march on, which is

Nra_v = Npalh (S - 1) =+ NdetN&c'ﬂHt’r 3% NdellineNL()R-

In our particular case Nyog = 18324, § =2, Ny, = 12-
322, Nycatter = 128, Ny = 512, and Nggjine = 16, thus —
thanks to the heavy reuse of rays — scatter compensation
requires just slightly more rays than the computation of the
unscattered contribution.

The described sampling process generates point samples.
As these point samples are connected to all detectors, paths
of length 2 (single scattering, S = 1) can be obtained from
them. Paths longer than 2, i.e. simulating at least double scat-
tering requires the formation of global paths. The integral
quadrature of equation (8) is evaluated with these samples.

6.1. Importance sampling

Considering importance sampling, we should find a density
p that mimics the integrand. When inspecting the integrand,
we should take into account that we evaluate a set of inte-
grals (i.e. an integral for every LOR) using the same set of
global samples, so the density should mimic the common
factors of all these integrals. The common factor is the elec-
tron density C (V) of the scattering points, so we mimic this
function when sampling points. We store the scattering cross
section at the energy level of the electron, 6(V, 1), which is
proportional to the electron density. As the electron density
function is provided by the CT reconstruction as a voxel grid,
we, in fact, sample voxels. The probability density of sam-
pling point v is:
p(v) s 6(67 l) e CEN\‘()XL'] i
o dv  C V

where oy is the scattering cross section at the energy level

of the electron in voxel V, C = Nyoset oy is the sum of all
) B =1
voxels, and V is the volume of interest.

For example, the single scattered contribution estimation
with this density is the following:

D D C ] N\’i'ﬂ”(’!
,"(Ll)"’ i S, Y Pxn(cos®;,1)P;,
=1

st‘atter Nv()xel

where 0 is the scattering angle at 5, € is the energy level of
the photon after this Compton scattering if originally it had
the energy of the electron, and

- . = ) b N Tk o i
Pj=Di (21)X(G1,5)7T1(21,5))Tey (5, 22) Deg (B2) +

- - S — o o
Dy (21)Teo (21,5))X (51, %2)T1 (5. 22) Dy (22)

is the total emission weighted by the attenuation of path
71,5}, 2.
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6.2. Stratification

Monte Carlo methods use statistically independent random
samples generated with probability density p. According to
the fundamental law of statistics, the empirical distribution
of independent random samples converges to the cumula-
tive distribution obtained from p, thus Monte Carlo methods
meet the stratification requirement only for larger number of
samples. If we use just smaller number of samples, the dis-
tance of the empirical distribution of samples and the desired
distribution may be significant, which, together with the poor
mimicking of the integrand by density p, result in unaccept-
able error levels. As in our case the dimension of the inte-
gration domain is not very high — single scattering needs
a 3D integral, the less important double scattering a 6D in-
tegral — deterministic quadratures can outperform Monte
Carlo methods.

\Desired cumulative

..J"'J ‘_r'"‘< distribution

Empirical distribution

2M of the samples
M |
vem\ -
1r‘ T T th {0 S T I ¢ '17 ) 5 SO G O R

voxels
M samples are generated

at these points

Figure 6: Sampling with delta-sigma modulation. When-
ever the difference of the desired cumulative distribution
and the empirical distribution of the samples get larger than
1/(2M), a sample is generated.

Our proposed quadrature uses Delta-Sigma modulation,
which is based on the recognition that sampling with density
p is in fact a frequency modulation problem, where the input
is p = Cy/C and the output is a sequence of discrete sam-
ples with density or frequency proportional to the input 5.
We add the ratios Cy /C one-by-one, which means that we
generate the desired cumulative distribution function of the
sampling strategy. If we wish to obtain M samples where M
is significantly less than the number of voxels, then the em-
pirical distribution of the real samples will differ from the
desired distribution. According to the stratification require-
ment, the distance of the two distributions shouid be min-
imized. As the empirical distribution makes discrete jumps
of size 1 /M, the error between the two distributions cannot
be forced below the threshold of 1/(2M) (Fig. 6). However,
this limit can be reached if we keep calculating the difference
of the desired and empirical cumulative distributions as vox-
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els are visited, and if this difference got larger than 1/(2M),
then a new sample is generated. Compared to sampling with
independent random numbers, this process generates more
stratified samples. The quality of samples can be further in-
creased if the path of visiting the voxels reflect their dis-
tances. In our current implementation, the voxel array is pro-
cessed row-by-row following a serpentine path, then plane-
by-plane alternating the directions. We expect even better
results with Hilbert of Peano space filling curves.

The method discussed so far is strictly deterministic. If
we have to randomize the samples, then the running sum of
the voxel values should be initialized to a random value in
(=1/(2M),1/(2M)).

7. Results

The presented algorithm have been implemented in CUDA
and run on nVidia GeForce 285 GFX graphics hardware. We
assumed a detector system consisting of twelve square detec-
tor modules organized into a ring, and the system measures
LORs connecting a detector to three other detectors being at
the opposite side of the ring. A detector module consists of
32 x 32 detectors (left of Fig. 7). The total number of LORs
is 18- (32 x 32)% ~ 18- 10°.

Derenzo
phantom

Detector geometry

Sphere in head
phantom

Figure 7: Geometry of the detector ring (left), the emission
map of the Derenzo phantom (middle), and the sphere phan-
tom put into the electron density of the human head (right).

We forward-projected the reference volume of a sphere
(right of Fig. 7). The electron density was obtained from a
CT measurement of a human head. We scaled the electron
densities to guarantee that the scattered component is signif-
icant, i.e. it is 40% of the total contribution. We compared
different options of the forward-projection like computing
only the geometry factors and the attenuation, including sin-
gle scattering, and finally adding also double scattering. To
compute single and double scattering, 128 scattering points
were sampled with sigma-delta modulation. According to
the concept of stochastic iteration 12, we obtained a new set
of scattering points in each iteration step. The direct contri-
bution was calculated with 8 lines per LOR. With this num-
ber of scattering points, a single forward-projection required

13 seconds with single scattering and 20 seconds with dou-
ble scattering simulation.

05 T T

ometry only

geomelry + attenuation
geometry + attenuation + single scattering
geomelry + attenuation + double scatlering

04 -

03F N e

02 f

01 F 1

error

0 L s L L L
5 10 15 20 25 30

iteration number

Figure 9: Effect of attenuation and single scattering com-
pensation. A sphere inside a head phantom has been re-
constructed with considering only the geometry in forward-
projection, with also attenuation computation, and finally
adding the contribution of single and double scattering.

The errors of the different options with respect to the it-
eration number are shown in Fig. 9. Note that getting the
forward-projection to simulate more of the underlying phys-
ical process, the reconstruction can be made more accurate.
The improvement is significant with single scattering sim-
ulation. However, the simulation of higher order scattering
events helps just a little (Fig. 8.

8. Conclusion

This paper proposed a GPU based algorithm for the re-
construction of PET measurements. The original approach
is restructured to exploit the massively parallel nature of
GPUs. Based on the recognitions that the requirements of the
GPU prefer a detector oriented viewpoint, we solve the ad-
joint problem during forward-projection, i.e. originate pho-
ton paths in the detectors. Making the back-projection also
of gathering type, we assign voxels to parallel computational
threads. The detector oriented viewpoint also allows us to
reuse samples, that is, we compute many annihilation events
with tracing a few line segments. The resulting approach can
reduce the computation time of the fully 3D PET reconstruc-
tion to a few minutes.
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Geometry only

Single scatter

phantom

Double scatter

phantom

Figure 8: Reconstruction results of the Derenzo phantom.
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Volumetric Ambient Occlusion for Volumetric Models
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Abstract

This paper presents a new GPU-based algorithm to compute ambient occlusion for scalar field isosurfaces. We
first examine how ambient occlusion is related to the physically founded rendering equation. The correspondence
is made by introducing a fuzzy membership function that defines what “near occlusions’ mean. Then we develop a
method to calculate ambient occlusion in real-time without any pre-computation. The proposed algorithm is based
on a novel interpretation of ambient occlusion that measures how big portion of the tangent sphere of the surface
belongs to the set of occluded points. The integrand of the new formula has low variation, thus can be estimated

accurately with a few samples.

1. Introduction

This paper focuses on the fast computation of the reflec-
tion of the ambient lightT. We shall assume that the primary
source of illumination in the scene is a homogeneous sky
light source of radiance L?. For the sake of simplicity, we
consider only diffuse surfaces. According to the rendering
equation, reflected radiance L in shaded point ¥ can be ob-
tained as:

L'(#) = %’:) /Li"()'r‘, ®)cos 0dw, )
Q

where Q is the set of directions in the hemisphere above X,
L"(X,®) is the incident radiance from direction ®, a(¥) is
the albedo of the surface, and 8 is the angle between the sur-
face normal and illumination direction @. If incident angle
0 is greater than 90 degrees, then the negative cosine value
should be replaced by zero, which is indicated by superscript
Tincos™.

If no surface is seen from ¥ at direction @, then shaded
point X is said to be open in this direction, and incident ra-
diance L™ is equal to ambient radiance L. If there is an oc-
cluder nearby, then the point is called closed at this direction
and the incident radiance is the radiance of the occluder sur-
face. The exact determination of this radiance would require

T Should the scene contain other sources, e.g. directional or point
lights, their effects can be added to the illumination of the ambient
light.

a global illumination solution, which is too costly in real-
time applications. Thus, we simply assume that the radiance
is proportional to the ambient radiance and to a factor ex-
pressing the openness — also called accessibility — of the
point. The theory of classical ambient occlusion considers
an occluder to be “nearby™ if its distance is smaller than a
predefined threshold R. However, such an uncertain prop-
erty like “being close” is better to handle by a fuzzy mea-
sure u(d(®)) that defines how strongly direction @ belongs
to the set of open directions based on distance d of the oc-
clusion at direction . In other words, this fuzzy measure
expresses how an occluder at distance d allows the ambient
lighting to take into effect. Relying on the physics analogy
of the non-scattering participating media, a possible fuzzy
measure could be u(d) = 1 — exp(—1d) where T is the ab-
sorption coefficient of the media ' '. Unfortunately, this in-
terpretation requires the distance of far occlusions as well,
while the classical ambient occlusion does not have to com-
pute occlusions that are farther than R, localizing and thus
simplifying the shading process.

Thus, for practical fuzzy measures we use functions that
are non-negative, monotonously increasing from zero, and
reach 1 at distance R. The particular value of R can be set
by the application developer. When we increase this value,
shadows due to ambient occlusions get larger and softer.

Using the fuzzy measure of openness, the incident radi-
ance is

L" (%,®) = Lu(d(®)),
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thus the reflected radiance (Equation 1) can be written in the
following form:

L'(#) =a(@)-L*-0(),

where

O@F) = 'lrE / u(d(®)) cos™ 8do. @
Q

is the ambient occlusion representing the local geometry.
It expresses how strongly the ambient lighting can take ef-
fect on point X¥. The computation of ambient occlusion re-
quires the distances d(®) of occluders in different directions,
which are usually obtained by computationally expensive
ray-tracing.

This paper proposes an ambient occlusion algorithm
where the directional integral of equation 2 is replaced by
a volumetric one that can efficiently be evaluated. The re-
sulting method

e runs at high frame rates on current GPUs,

e does not require any pre-processing and thus can be ap-
plied to general dynamic models,

e can provide smooth shading with just a few samples due
to partial analytic integration and interleaved sampling.

These properties make the algorithm suitable for real-time
rendering and games.

2. Previous work

The oldest ambient lighting model assumes that incident ra-
diance L™ is equal to constant L% in all points and directions,
and a point reflects k,L" intensity, where kg is the ambient
reflectivity of the surface. As this model ignores the geom-
etry of the scene, the resulting images are plain and do not
have a 3D appearance. A physically correct approach would
be the solution of the rendering equation that can take into
account all factors missing in the classical ambient lighting
model. However, this approach is too expensive computa-
tionally when dynamic scenes need to be rendered in real-
time.

Instead of working with the rendering equation, local ap-
proaches examine only a neighborhood of the shaded point.
Ambient occlusion (AO) 21611 and obscurances *> '° meth-
ods compute just how “open” the scene is in the neighbor-
hood of a point, and scale the ambient light accordingly.
Originally, the neighborhood had a sharp boundary in am-
bient occlusion, and a fuzzy boundary in the obscurances
method, but nowadays these terms refer to similar tech-
niques. As the name of ambient occlusion became more pop-
ular, we also use this term in this paper.

If not only the openness of the points but also the av-
erage of open directions is obtained, then this extra direc-
tional information can be used to extend ambient occlusion
from constant ambient light to environment maps '¢. In the
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spectral extensions the average spectral reflectivities of the
neighborhood and the whole scene are also taken into ac-
count, thus even color bleeding effects can be cheaply simu-
lated 132,

Since ambient occlusion is the “integrated local invisibil-
ity of the sky”, real-time methods rely on scene represen-
tations where the visibility can be easily determined. These
scene representations include the approximation of surfaces
by disks 29 or spheres 2!. Instead of dealing directly with the
geometry, the visibility function can also be approximated 3.
A cube map or a depth map '* 2V rendered from the camera
can also be considered as a sampled representation of the
scene. Since these maps are already in the texture memory
of the GPU, a fragment shader program can check the visi-
bility for many directions. The method called screen-space
ambient occlusion '* took the difference of the depth values.
Horizon split ambient occlusion 2 generated and evaluated
a horizon map on the fly.

When volumetric models need to be rendered, we have
to find an appropriate optics analogy, for which not only
the local illumination model but also non-photorealistic ren-
dering approaches # and ambient occlusion or obscurances
17.8.5.19,18 can be applied.

3. Volumetric ambient occlusion

The evaluation of the directional integral in the ambient
occlusion formula (Equation 2) requires rays to be traced
in many directions, which is rather costly and needs com-
plex GPU shaders. Thus, we transform this directional inte-
gral to a volumetric one that can be efficiently evaluated on
the GPU. The integral transformation involves the following
steps:

1. Considering its derivative instead of the fuzzy member-
ship function, we replace the expensive ray tracing oper-
ation by a simple containment test. This replacement is
valid if neighborhood R is small enough to allow the as-
sumption that a ray intersects the surface at most once in
interval [0, R].

2. Factor cost 8 in Equation 2 is compensated by domain
transformation mapping the hemisphere above the sur-
face to the tangent sphere. This makes ambient occlusion
depend on the volume of that the portion of the tangent
sphere which belongs to the space not occupied by the
objects.

3.1. Replacing ray tracing by containment tests

Let us assume that the surfaces subdivide the space into an
outer part where the camera is and into inner parts that can-
not be reached from the camera without crossing the surface.
We define the characteristic function Z(p) thatis 1 if point p
is an outer point and zero otherwise. The boundary between
the inner and outer parts, i.e. the surfaces, belong to the outer
part by definition (Figure 1).




Point A

outer part :
ray 1 with occluded

Point B

Figure 1: Replacing ray tracing by containment tests. If a
test point (Point B) along a ray starting at the shaded point
being in the outer region or on the region boundary is also in
the outer region, then the ray either has not intersected the
surface or has intersected at least two times. Supposing that
the ray is short enough and thus may intersect the surface
at most once, the condition of being in the outer region is
equivalent to the condition that no intersection happened.

The form of the indicator function Z(p) depends on the
type or representation of the surfaces. In this paper we as-
sume that the surface is the isosurface of a scalar field, i.e.
it is defined by equation v(p) = vy where vy is the scalar
value of shaded point ¥. In this case, the indicator function

specifies whether v < vy

Z(p) = e(vs —v(P))

where €(x) is the step function, which is 1 if x > 0 and zero
otherwise. In order to evaluate the ambient occlusion using
containment tests, we express it as a three dimensional in-
tegral. For a point at distance d, fuzzy measure u(d) can be
found by integrating its derivative from 0 to d since u(0) = 0.
Then the integration domain can be extended from d to R by
multiplying the integrand by a step function which replaces
the derivative by zero when the distance is greater than d:

d R

u(d) :/d’;—(rr)drz/d‘:j—(rr)g(d_r)dn
0 0

Substituting this integral into the ambient occlusion for-
mula we get

R
O(x) = l//dp(r) €(d —r)cos” Bdrdw. (3)

Let us consider a ray of equation X + ®r where shaded point
X is the origin, @ is the direction, and distance r is the ray
parameter. Indicator €(d — r) is 1 if the distance of the inter-
section d is larger than current distance r and zero otherwise,
that is, it shows whether or not intersection has happened. If
we assume that the ray intersects the surface at most once in
the R-neighborhood, then the condition that X + @r is in the
outer part, i.e. Z(x+ @r) = 1, also shows that no intersection

has happened yet. Thus, provided that only one intersection
is possible in the R-neighborhood, indicators €(d — r) and
Z(X+ @r) are equivalent. Replacing step function &(d — r)
by indicator function Z in Equation 3, we obtain

R
o1 du(r) 7 tad-
o(x) = = ({ 0/ o I(X+ dr)cos™ B drdm.  (4)

original hemisphere

R above the shaded point
transformed sphere S
has radius R/2 and is the R/2 R
tangent of the surface
Rzl Cos® | surface

shaded point

Figure 2: Transforming a hemisphere of radius R by shrink-
ing distances by cos® results in another sphere of radius
R/2.

Inspecting Equation 4 we can observe that the ambient
occlusion is a double integral inside a hemisphere where the
integrand includes factor cos™ 0, thus directions enclosing a
larger angle with the surface normal are less important. In-
stead of the multiplication, the effect of this cosine factor
can also be mimicked by reducing the size of the integration
domain proportionally to cos™ 8. Note that this is equivalent
to the original integral only if the other factors of the inte-
grand are constant, and can be accepted as an approximation
in other cases:

. Rcos' Bd
0@~ - / / —'l:j(rL)I(.i’nL&)r)drdw.
Q 0

Transforming a hemisphere by shrinking distances in di-
rections enclosing angle 6 with the surface normal by cos @
results in another sphere, which is denoted by S (Figure 2).
This new sphere has radius R/2 and its center is at distance
R/2 from shaded point X in the direction of the surface nor-
mal. While the original hemisphere had the shaded point as
the center of its base circle, the surface will be the tangent of
the new sphere at shaded point x.

In order to replace integrals over directions and distances
by a volumetric integral, let us examine the volume swept
when distance r changes by dr and direction ® varies in solid
angle dw (Figure 3). During this, we sweep a differential vol-
ume dp = r*drdo. Thus, we can express the ambient occlu-
sion as a volumetric integral in S instead of a double integral
of directions and distances in the following way:

oo b du(r(p) 1 y
o)~ - /3 T
PES

-

171




shaded point

Figure 3: Differential volume swept when r changes by dr
and direction ® is in do.

If we set the fuzzy membership function such that du(r)/dr
is proportional to #? . then the ambient occlusion integral be-
comes just the volumetric integral of the membership func-
tion. This observation leads us to a new definition of the
openness of a point, which we call the volumetric ambient
occlusion. The volumetric ambient occlusion is the relative
volume of the unoccluded part of the tangent sphere S. For-
mally, the volumetric ambient occlusion function is defined
as:
JZ(p)dp

o@) =5, (5)
)=

where |S| = 4(R/2)n/3 is the volume of the tangent sphere,
which makes sure that the volumetric ambient occlusion is

also in [0, 1].

4. Statistical evaluation of the volumetric AO

The ratio of the volumes of the unoccluded points of the tan-
gent sphere and the volume of the tangent sphere is the ge-
ometric probability that a uniformly distributed point p in
the tangent sphere belongs to the unoccluded region, i.e. its
scalar value v(p) is smaller than the scalar value vy of the
shaded point X or the isosurface. If the scalar field is de-
fined by a voxel grid, then we have exact values at voxel
centers, but have no information about the function v(p) in
between the voxel centers. Note that the usual assumption
on tri-linearly varying function is just an approximation. In-
stead, we can also assume that the scalar value v(p) is a ran-
dom variable whose distribution is defined by the N voxel
values vy, ..., vy included in the tangent sphere. With these,

the geometric probability of the occlusion is

N
. 1 &(ve—Vv;
0() = P(v < vg) = T=1 =)

N
Note that P(v < vz) = F(vy) is the cumulative probability
distribution of random variable v for value vy (Figure 4).

Unfortunately, the application of this formula requires N
fetches from the voxel array, which is time consuming un-
less N is small. However, selecting a small tangent sphere
that contains just a few voxel centers degrades the qual-
ity of ambient occlusion and replaces nice soft shadows by
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Empirical cumulative distribution

Figure 4: Ambient occlusion as the cumulative distribution
function.

smaller hard ones. On the other hand, when the set of voxels
contained by the tangent sphere changes, there is an abrupt
change in the ambient occlusion values, which results in
stripe artifacts. So it is highly desirable to find a continuous
approximation of the probability distribution, which is de-
fined by just a few representative variables 7. Keeping real-
time rendering in mind even for dynamically evolving scalar
fields, we should find these parameters to allow their com-
putation with separable filtering, so the computation cost of
a single representative variable is just O(N 1 %) instead of
O(N). To make separable filtering possible, we extend the
domain from the tangent sphere to its bounding box.

Examples of such representative parameters are the mini-
Mum Vi, the maximum vmax, and the moments E[v"|, for
example, the mean E[v] or the second moment E[v?] .

4.1. Variance volumetric AO

Variance shadow maps © uses the mean and the second mo-
ment to estimate the geometric probability of occlusion. The
required probability P(v < vg) = F(vy) for a particular point
of scalar value vy can be approximated using the one tailed
version of the Chebychev’s inequality, which is sharper than
the classic Chebychev’s inequality. For the case of vy > E|v],
it states that
2

(o}
l—F(v;):P(v>v;)§m

where
6% = Ep?| - E*v]
is the variance.

If vz < E[v], then the Chebychev’s inequality cannot be
used, but the point is assumed to be not occluded. Variance
AO reads values E|Z|, E[Z?] from the filtered two channel
depth map, and replaces the comparison by the upper bound
of the probability.

The implementation is as follows:




void AOShader (
in float3 x : TEXCOORDO // shaded point
uniform sampler3D filVolume, // filtered
uniform sampler3D orgVolume, // original
uniform float R, // radius
uniform float3 La, // ambient light
out float col : COLOR )

float vx = tex3D(orgVolume, X);
float3 normal = Gradient (orgVolume, Xx);
col = DirectLight (normal);
float3 center = x + normal » R/2;
float3 filt = tex3D(filVolume, center);
float mean = filt.x;
float secondmoment = filt.y;
float var = secondmoment - mean * mean;
float AO = 1; // ambient occlusion
if (vx > mean)

AO = 1 - var/(var + pow(vx-mean,2));
col += La * O;

4.2. Reconstruction of the cumulative distribution

For the sake of simplicity, we consider only the mean, but
higher moments could also be handled in a similar way.

The yet unknown cumulative distribution F(v¢) must be
zero if vy < vpin, equal to 1 if vy > vimax, and non-decreasing
in between. For notational simplicity, we introduce the fol-
lowing normalized parameter

V¥ = Vmin V¥ ~ Vmin
e ’
Vmax — Vmin Av

1 =

where Av = Vmax — Vpin.-

tPapproximate cumulative distribution

Figure 5: Apgroximarion of the cumulative distribution
Sfunction with 1P,

Using the normalized parameter, the cumulative distribu-
tion must be zero if <0, and 1 if 7 > 1, and non-decreasing
ininterval [0, 1]. We search the unknown function in the form
of 1P where B is the parameter of data fitting (Figure 5). Note

that this function meets the stated requirements. Thus the cu-
mulative distribution is

F(vz) = # where ve(t) = 1AV + vipip-

Let us consider the constraint on the mean:
Vmax 1
dF
E] = / vl = /v;(t)——dz =
dr
0

Vmin

1
— AV
/(tAv-}—vmin)BrB ldt = % + Vmin-
0

Solving this equation for 3, we get:

_ E[V] — Vmin
Vmax — E[V]

The implementation of the algorithm in a shader is as fol-
lows:

void AOShader (
in float3 x : TEXCOORDO // shaded point
uniform sampler3D filVolume, // filtered
uniform sampler3D orgVolume, // original
uniform float R, // radius
uniform float3 La, // ambient light
out fleoat cel : COLOR )

float vx = tex3D(orgVolume, Xx);

float3 normal = Gradient (orgVolume, Xx);
col = DirectLight (normal);

float3 center = x + normal * R/2;
float3 filt = tex3D(filVolume, center);
float vmin = filt.x;

float vmax = filt.y;

float mean = filt.z;

float t = (vx-vmin)/(vmax-vmin);

float beta = (mean-vmin)/ (vmax-mean) ;
float AO = pow(t, beta);

col += La * AOQ;

Note that we do not check whether or not 7 is outside the
[0,1] interval, which is correct because vy is included in the
neighborhood of the computing the maximum and the mini-
mum, so it can never happen that vy is outside of the interval
of the minimum and the maximum.

5. Opacity modulation and gamma correction

The generated images can be further improved by incorpo-
rating the ambient occlusion in the opacity transfer function
or emphasizing the ambient occlusion effect by an additional
gamma correction.

As Ruiz et al. 1 proposed the derivative of the ambient oc-
clusion indicates where the salient regions are, so it is worth
modulating the opacity value by this derivative. They use
the gradient magnitude of the ambient occlusion, which is
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estimated by a 4D regression filter '5. However, the gradient
calculation is a non-separable filter, which has a significant
computational cost. Instead of the gradient magnitude we

_propose the application of the variance of the scalar value,

which also indicates where the volume changes quickly. The
variance can be obtained as the difference of the second mo-
ment and the square of the mean value and both of them can
be obtained by separable filtering. Thus modified opacity o’
is:

2 ) 5
o’ EW? —E2
w:oc.min '2—’] — O(-min l_]’)_[_v],l
Oimax Omax

where o',znax is a user defined constant.

Finally, in order to further emphasize the ambient occlu-
sion, we can apply contrast enhancement using gamma cor-
rection with exponent 7. It means that we use O instead of
ambient occlusion O in the lighting calculations.

6. Results

The proposed methods have been implemented in Di-
rectX/HLSL and their performance has been measured on
an NVIDIA GeForce 9600M GPU at 800 x 800 resolution.
On this hardware the isosurfaces of the 128* resolution head
model are rendered at 20 FPS, the transparent rendering runs
at 10 FPS.

Figure 6 shows the isosurface of a volumetric head model
rendered with the method reconstructing the cumulative dis-
tribution. We set the gamma-correction factor differently to
emphasize ambient occlusion effects. Figure 7 demonstrates
transparent volume rendering with variance based ambi-
ent occlusion and with the ambient occlusion based on the
reconstruction of the cumulative distribution function. We
used the original opacities, i.e. we have not applied the pro-
posed modulation scheme. Finally, Figure 8 compares the
method using ambient occlusion based on the reconstruction
of the cumulative distribution function and also modulating
the alpha value proportionally with the variance to classical
transparent volume rendering. Note that the modulation of
the alpha value emphasizes the interesting parts making ho-
mogeneous regions transparent.

7. Conclusions

This paper proposed a fast method for the computation of
ambient occlusion in volumetric models. The method is
based on the estimation of the probability that the point is
occluded. The computation requires separable filtering, thus
it is feasible even for dynamically evolving fields.
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Appendix

Here we present a relatively simple proof that is based on the
Markov inequality stating that P(§ > a) < E[E]/a holds for a non
negative random variable § and positive constant a. substituting § =
(v—Ep]+06%/(vg—Ep]))* and a = (vy— EP] + 0% /(v — EV]))%.
Let us consider the case when vy > E|[v]. The left side of the Markov
inequality can be written as follows:

PE>a)=
] o2 2 o2 2
P ((\'f Ev] + —"E—E[V]> 2 (\’f—EIV] + —v_;.—E[v]> ) =
G’ o’
P(V—E[V]+ - >vy—Ep+ m) = P(v > vz).

The right side of the Markov inequality is

FEg E {(v —Ep+ =5 )2}

a (Vf—E["]+vf_ij7h_'])2

o’ +ot/(i—EM)?®
(vi —EP+02/ (v — E[V]))?

5 (vi—EV])? +02 B o’
Ve—ED) +202(s—EPR 0 02+ (w—EDD?
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Monte Carlo Radiative Transport on the GPU
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Abstract

This paper presents a fast parallel Monte Carlo method to solve the radiative transport equation in inhomoge-
neous participating media. The implementation is based on CUDA and runs on the GPU. In order to meet the
requirements of the parallel GPU architecture and to reuse shooting paths, we follow a photon mapping approach
where during gathering the radiance is computed for each voxel. During shooting we consider two different ways
of sampling the free run lengths, ray marching and Woodcock tracking. We also discuss the generalization of the
method to Yy-photons that are relevant in medical simulation, especially in radiotherapy treatment design.

1. Introduction

The multiple-scattering simulation in participating media is
one of the most challenging problems in computer graph-
ics, radiotherapy, SPECT reconstruction, etc. In engineering
and medical data analysis we need not only pleasing images,
but also solutions with controllable accuracy. As these appli-
cations rely on intensive man-machine communication, the
system is expected to respond to user actions interactively
and deliver simulation results in seconds rather than in hours,
which is typical in CPU based solutions.

This paper proposes a Monte Carlo solution to interac-
tively render inhomogeneous participating media defined by
large voxel arrays. The algorithm is developed with the aim
of efficient GPU implementation '°. In order to reduce the
communication overhead of parallel computing nodes, we
restructure classical photon tracing to make all computa-
tion threads independent and to avoid all communication
and synchronization among them. The resulting algorithm
is similar to volumetric photon mapping in the sense that
it is decomposed to a shooting part where paths originating
from the source are sampled randomly and to a deterministic
gathering part that obtains the pixel radiances.

The main difference of our approach is that the shooting
part prepares voxel radiances, i.e. it not only registers scat-
tering points and powers, but also executes filtering in each
voxel. This way, the gathering part is a simple back-to-front
volume rendering method, which can be efficiently executed
on the GPU.

The paper is organized as follows. Section 2 discusses the
theory of radiative transfer both for light and y-photons, and
surveys the related previous work. Section 3 presents the
new parallel algorithm. Section 4 summarizes the results.

2. Radiative transport

When photons interact with participating media, they scatter
either on electrons or less probably on atomic cores. A pho-
ton has zero rest mass, but non-zero energy and impulse, so it
can be associated with relativistic mass m = E /c¢* = hv/c?
where E is the energy of the photon, / is the Planck con-
stant, v is the frequency of the radiation, and c is the speed
of light. In case of the visible spectrum, the relativistic mass
of a photon is negligible with respect to the mass of elec-
trons or atomic cores, so when a photon elastically scatters
on an electron it bounces off like hitting a rigid wall, keeping
its energy and consequently its original frequency. In case of
inelastic scattering, also called photoelectric effect, the pho-
ton’s energy is absorbed. Thus, upon scattering, the number
of light photons reduces but the frequency of the remaining
photons does not change. This is why we can handle fre-
quencies independently in computer graphics.

On higher energy or frequency ranges, however, photon
energy and impulse become comparable to the energy and
impulse of electrons. Thus, scattering may modify not only
the number of photons but also their frequency, so frequen-
cies become coupled and cannot be handled independently.
This frequency range is particularly important in medical
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simulation since CT, PET, SPECT, etc. devices work with
y-photons.

2.1. Light photons

Photons of visible light do not change their frequency upon
scattering on the medium particles. So we can solve the
transport problem independently on each of the represen-
tative frequencies, usually corresponding to red, green, and
blue light. Multiple scattering simulation should solve the
radiative transport equation that expresses the change of ra-
diance L(¥,®) at point ¥ and in direction @:

dL(X + 0ds, )

&- VL =
-V s

s=0
—mﬂﬂ@@+m®/“ﬂﬁﬂﬁﬁm& o)
Q

In this equation the negative term represents absorption and
out-scattering, i.e. when photons coming from direction @
collide and upon collision they are absorbed or scattered in
another direction (Figure 1). The probability of collision in a
unit distance is defined by extinction coefficient 6;, which is
broken down to scattering coefficient 65 and absorption co-
efficient 64 according to the two possible events of scattering
and absorption:

61 (%) = 05(¥) + 6a(X).

The probability of reflection given that collision happened is
called the albedo of the material:

ool G“‘

-

The positive term in the right side of equation (1) repre-
sents in-scattering, i.e. the contribution of photons coming
from other directions @’ and get scattered to direction ®. The
probability that non-absorbing scattering happens in unit dis-
tance is 0. The probability density of the reflection direc-
tion is defined by phase function P(cos®) that depends on
the cosine of the scattering angle cos® = @’ - ®. In order to
consider all incident directions, the contributions should be
integrated for all directions @' of the directional sphere Q.

-scattering

outgoing radiance: incident radiance:

L(s+ds)

A,
differential path: ds L(s)

Figure 1: Change of radiance in participating media.
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In isotropic (also called diffuse) scattering, the reflected
radiance is uniform, and thus the phase function is constant:
1
an’
For anisotropic scattering, the phase function varies with

the scattering angle. The extent of anisotropy is usually ex-
pressed by the mean cosine of the scattering angle:

Pisotropic (a)l . 6)) =

g:/@ﬂQHWamd
Q

An example of anisotropic scattering is the Rayleigh scat-
tering, which is also responsible for sky colors. The phase
function of Rayleigh scattering is:

—N 3 ol N2\ 3 2
®) = (l+((o w))—l6n(l+cos 0).

4/
PRay]ei gh ((‘)

2.2. y-photons

The scattering of y-photons is described by the Klein-
Nishina formula 2!, which expresses the differential cross
section, i.e. the product of the energy dependent phase func-
tion and the scattering coefficient:

05(%, Eg)Pin (cos8, Eg) = C(X) (e + €* — € sin°0),

where cos® = @ - @' is the scattering angle, € — E; /Eq ex-
presses the ratio of the scattered energy E; and the incident
energy Ep, and C(X) is the product of the electron density
(number of electrons per unit volume) at point X and a scal-
ing factor r§/2 where r, =2.82-107 1 [m] is the classical
electron radius. -

scattered
photon
incident Ey
photon

collision

Figure 2: Compton scattering. The relative energy change
E\/Ey is determined by the scattering angle .

When scattering happens, there is a unique correspon-
dence between the relative scattered energy € and the cosine
of the scattering angle 0, as defined by the Compton formula
(Figure 2):

CY—
F (1—cosB)

where m,c? is the electron’s energy expressed by the product
of its rest mass m, and the square of the speed of light c.

From the Klein-Nishina formula, the scattering coetficient
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can be obtained by the directional integration over the sphere
Q since the phase function is the probability density of the
scattering direction, thus its directional integral is 1:

64 (¥, Eo) = / G4 (%, Eg) Py (080, Eg)do —
Q

2 |
C(f)//£+£3—Ezsin26dcosed¢:
0 -1

1
C(x’)2n/ e+ e —eX(1 —cos?8)dcosB
-1
as do = dddcos 6 if O is the angle between the original and
the scattering direction and ¢ is the angle between the pro-
jection of the scattering direction onto a plane perpendicular
to the original direction and a reference vector in this plane.

Note that the scattering coefficient is a product of the elec-
tron density C(x) and a factor that is independent of the loca-
tion of this point. This second factor would be the scattering
coefficient for unit electron density material, and is denoted
by

1
os(Eg) =21 /E+E3—82(] —cosze)dcose. 2)
1

With this function, the scattering coefficient and the phase

function can be expressed as

o5 (X, Ey) = 05(Ep)C(X), 3)

e+¢e —€sin’0

os(Ep)
Note that in these equations the new energy (g, E) is not an
independent variable, it is unambiguously determined by the
incident energy Ep and the scattering angle according to the
Compton formula.

Pkn(cos®,Eq) =

Examining the Compton formula, we can conclude that
the energy change at scattering is significant when Ej is non
negligible with respect to the energy of the electron. This is
not the case for photons of visible wavelengths, when Ey <
mec?, thus E) =~ Ey. In this case, the Klein-Nishina phase
function becomes similar to the phase function of Rayleigh
scattering:

Pgn(cos0, Ey) ~ (1+ cos’ 8) = Prayleigh(c0s8).

1
os(Eop)

Due to the coupling of different frequencies, we cannot
consider the transport equation on different photon energy
levels independently. Instead, a single equation describes the
transport on all levels:

dL(¥ + s, ®, E))
ds 0

;=

= —0;(%,E1)L(%,,E )+

[ 166 Eo)ou(z. Eo) Prn(@ -6, Eo)dw.
Q

The Compton formula unambiguously determines the origi-
nal photon energy Eg included in this formula from scattered
photon energy E; and the cosine of the scattering angle.

2.3. Model representation

In homogeneous media volume properties 6; and oy do not
depend on position X. In inhomogeneous media these prop-
erties depend on the actual position.

In case of measured data, material properties are usually
stored in a 3D voxel grid, and are assumed to be constant
or linear between voxel centers. Let A be the distance of the
grid points. The total extinction of a voxel can be expressed
by the following new parameter that is called the opacity and
is denoted by o

a=1-e 9 xgA. (5)

The primary source of the illumination may be the sur-
faces, light sources, or the volume itself. These can be taken
into account by either adding a source term to the right side
of equation (1) or by enforcing boundary conditions making
the radiance of the volume equal to the prescribed radiance
of the source.

In this paper we assume that the primary source of illumi-
nation is a single point source. This case has not only high
practical relevance, but more complex sources can also be
traced back to the collection of point sources.

2.4. Solution methods

Cerezo et al. 2 classified algorithms solving the radiative
transport equation as analytic, stochastic, and iterative.

2.4.1. Analytic solution methods

Analytic techniques rely on simplifying assumptions, such
that the volume is homogeneous, and usually consider only
the single scattering case ! 5.

Single scattering approximation

Radiance L(X, ®) is often expressed as the sum of two terms,
the direct term Ly that represents unscattered light, and the
media term Ly, that stands for the light component that scat-
tered at least once:

L(¥,®) = Lg(¥,®) + Lm (X, ®).
The direct term is reduced by absorbtion and out-scattering:

()L (7, ®).
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The media term is not only reduced by absorption and out-
scattering, but also increased by in-scattering:

dL"l

ds

— 6, ()L (3, &) +
65(%) / (Lg%, ®) + Ln(%,&)) P(@' - ®)do.
Q

Note that this equation can be re-written by considering the
reflection of the direct term as a volumetric source:

dLm

ds

= —Oy (i‘) Lin (-?7 a’) an
0() [ Ln(%.)P(@ - 6)d0’ + 0,()QFS), (6
Q

where the source intensity is:

0%, ®) = / Ly(%,&)P(& - &, %)dw.
Q

The single scattering approximation ignores the in-scattering
of the media term, and simplifies equation (6) as:

dLy,

ds
This is a linear differential equation for the media
term, which can be solved analytically. For homogeneous
medium, the integrals of the solution can be expressed in
a tabular !5 or even in closed analytic form '!. In inhomo-
geneous medium, ray marching should be executed twice:
once for light rays to get Q, and once for accumulating the
radiance for visibility rays.

= — 61 (¥)Lm(¥, ®) + 05 (V) (X, ®).

2.5. Stochastic solution methods

In order to get the radiance of a point, all photon paths con-
necting the light source to this point via arbitrary number
of scattering points should be considered and their contri-
butions be added. As the location of a single scattering can
be specified by three Cartesian coordinates, the contribution
of paths of length / can be expressed as a 3/-dimensional
integral. As [ can be arbitrary, we should deal with high-
dimensional (in fact infinite-dimensional) integrals. Such
high-dimensional integrals can be evaluated by Monte Carlo
quadrature that samples the high-dimensional domain ran-
domly and approximates the integral as the average of the
contribution of these random paths, divided by the probabil-
ity of the samples '. The error of Monte Carlo quadrature
taking N samples is in O(N_’/z). To speed up the compu-
tation by a linear factor, ray samples are reused for many
pixels, storing partial results, for example, in photon maps

612,
2.5.1. Iterative solution methods

Iteration obtains the solution as the limiting value of an it-
eration sequence. In order to store temporary radiance esti-
mates, we use a finite element representation. Popular finite
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element representations include the zonal method '3, spher-
ical harmonics ¥, radial basis functions 22, metaballs, etc. or
can exploit the particle system representation ¥ or BCC 3
and FCC grids 7.

Substituting the finite element approximation, the trans-
port equation and the projection into the finite element basis
simplify to a system of linear equations. Iteration obtains the
solution as the limiting value of the iteration sequence. The
convergence is guaranteed if T is a contraction, i.e. for some
norm of this matrix, we have

(IT-Li <AL

g ML,
which is the case if the albedo is less than 1.

Note the error is proportional to the norm of the difference
of the initial guess Lo and the final solution L and reduces
with the speed of a geometric series, i.e. it is in O(AV) after
N steps.

3. The proposed method

As photons travel in the considered volume, they may get
scattered several times before they get absorbed, leave the
volume or get captured by a detector. The material proper-
ties are defined by a 3D voxel grid at high resolutions. The
transport problem is usually solved by Monte Carlo simula-
tion that directly mimics the physical process. However, this
approach cannot reuse partial paths.

In order to re-use a single random sample for all cam-
era positions, the path simulation is decomposed to random
shooting part and to a deterministic gathering part. We also
define a global radiance estimation part, which can be exe-
cuted independently or can be merged with shooting.

During shooting, random paths are generated that origi-
nate in the source. A single path contains several rays. The
output of shooting is the collection of scattering points and
the incident energies.

The global radiance estimation part converts these scatter-
ing points to reflected radiance values in voxels. If m parti-
cles are scattered at voxel of volume AV and their powers
and incident directions are A®|,...,A®,; and O,..., O,
respectively, then the radiance of the voxel located at point X
is

1 e 1 Y ADP(, Beye)
o/ (%) dodV ~ o (%) AV

The merging of this step with shooting has both advantages
and disadvantages. The disadvantage is that threads gener-
ating different paths must accumulate their contribution in
the global 3D voxel array, which requires atomic add oper-
ations. The separate global radiance estimation could solve
this problem without atomic adds if we allocate a thread for
every voxel, but this extra pass has additional computational
cost. Here we discuss a solution that obtains the particles

L(X, Qeye) =
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scattered in a given voxel, and immediately calculate the ra-
diance towards the eye in the shooting part.

Finally, the gathering part obtains the pixel values for
a particular camera position by tracing rays from the eye
through the image pixels. As the deterministic connection
does not consider additional scattering events, only the accu-
mulated extinction needs to be calculated between the scat-
tering points and the eye.

3.1. Shooting

Our shooting algorithm computes the radiance at every
voxel, by simulating random paths. Originally, the radiance
L is set to zero, then the radiance values are increased by the
shooting path contributions.

for each path sample do
terminated = FALSE;
Generate initial direction @;
while not terminated;
Advance by free path length to voxel;
if out of volume then terminated = TRUE;
else
Lyoxer += q)phvlunP (G)phamm &e,ve)i
Absorption prob = 64(voxel) /o; (voxel);
if absorption then terminated = TRUE;
else Sample new direction ®;
endif
endwhile
endfor
for each voxel do Ly, /= AV, 4yt (voxel);

The random part of the algorithm involves free-path sam-
pling, absorption handling, and scattering angle sampling.
The deterministic part computes accumulated extinction. In
the following subsections we discuss how these elementary
tasks can be solved by parallel programs.

3.1.1. Free path sampling

We implemented two different free path sampling methods.

Inversion method
The cumulative probability distribution of the length along a
ray of origin X and direction @ is
s
Pls) =1 —exp | — / (% + ®S)dS |,
0

which can be sampled by transforming a uniformly dis-
tributed random variable r; and finding s = nAs where a run-
ning sum exceeds the threshold of the transformed variable:
n—1 n
0 (X + @iAs)As < —logry < Y 0(¥+ GiAs)As.
i=0 i=0

For light photons total cross section 6; is specified inde-
pendently on the representative wavelengths.

Woodcock tracking

Woodcock tracking *° provides an alternative method to ray
marching that visits all voxels along a ray. Woodcock track-
ing samples free path lengths with the maximal extinc-
tion coefficient 67", advances the ray with sampled dis-

tance —(logr)/c;™ where r is a uniformly distributed ran-

dom variable in (0, 1], and decides with probability o; /o;"**
whether it is a real collision point or a virtual one due to
not sampling with the real extinction coefficient. If a virtual
point is found, then neither the energy nor the direction is

changed, and the same sampling step is repeated from there.

Let us consider the change of the cumulative distribution
P(s) by ds:

P(s+ds) = P(s) + (1 — P(s))o; (s)ds.
Woodcock tracking generates samples as

P(s+ds) = P(s) + (1 — P(s))o;™ds =

P(s)+ (1 —=P(s))o(s)ds + (1 — P(s)) (6™ — o/ (s))ds

where P(s)o;(s)ds and P(s)(o;"™™ — o;(s))ds are the prob-
abilities of real and virtual collisions, respectively. Thus, if
a collision is declared as real with probability o, (s) /o™,

then we select according to the real extinction coefficient.

3.2. Extension to y-photons

For y-photons we can use the same methods. The only dif-
ference is that the simulation is executed on many wave-
lengths, so we cannot assume that the voxel array stores
the extinction parameters for the wavelength of the simu-
lation. Instead, we store the scaled electron density C(X) in
the voxel array, and obtain the extinction parameters on the
fly depending on the energy of the simulated photons. We
shall assume that the photoelectric effect is negligible, thus
the extinction coefficient becomes equal to the scattering co-
efficient, which is computed as the product of the electron
density fetched from the voxel array and the integral of equa-
tion 2. Instead of computing this integral each time when a
scattering coefficient is needed, we prepare these values in
a one-dimensional texture (Figure 3) in the preprocessing
phase for Eg = Emax/128,2Emax /128, ..., Emax where Emax
is the energy of the photons emitted by the source. During
sampling, os(X,Ep) is obtained as the product of the pre-
pared values and the scaled density of electrons C as speci-
fied in equation (3).

3.3. Scattering direction
3.3.1. Light photons

We consider the case of isotropic scattering for light photons,
thus the scattering direction has uniform distribution.
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i texlure‘TJ(epsD)I Hmmreil
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Figure 3: Texture Ty storing value os(Eg) for address
EO/Emax-

3.3.2. y-photons

The sampling of the scattering direction for y-photons re-
quires to sample according to phase function Pky.

lexture T_2(eps0,r)

Figure 4: Texture T, storing cos® that is the solution of
equation v = CDF(cos®,Ey) at texture coordinate pair
(E()/Emax, V)'

The cumulative probability distribution with respect to
cosBis

CDF (c,Ey) = P(cos0 < c|scattering) =

2n ¢

/ /PKN(COSG,E())dCOSQd(]):
0 -1

/£+E3 —82(1 — cos” 0)dcos.
1

2%
os(Ep)
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The cumulative distribution is just a one-variate integral for
a given incident energy Ep. Let us compute these integrals
for regularly placed discrete samples of Ey € [0, Emax| and
let us store the solution of equation

v=CDF(c,Ey)

in a 2D array, called texture T (u,v), addressed by texture
coordinates u = Ey/Emax and v. Note that this texture is in-
dependent of the material properties and should be computed
only once during pre-processing.

During particle tracing the direction sampling is executed
in the following way. Random or quasi-random sample r, €
[0,1) is obtained and we look up texture 7 (u,v) with it and
with the incident energy u = Ey/Emax and v = r; resulting
in the cosine of the scattering angle. Note that the texture
lookup automatically involves bi-linear interpolation of the
pre-computed data at no additional cost. Using the Compton
formula, the scattered energy is computed. The other spher-
ical coordinate ¢ is sampled from uniform distribution, i.e.
¢ = 2mry where r3 is a uniformly distributed random value
in the unit interval. Let us establish a Cartesian coordinate
system i, j,k where k = @’ is the incident direction, and:

kxv
|k xv|’

i= j=ixk (7)
Here v is an arbitrary vector that is not parallel with &’. Us-
ing these unit vectors, the scattering direction @ is:

® = sin@cos 0i + sinOsin ¢j + cos Ok. (8)

3.4. Gathering

Having obtained the voxel radiances the image is computed
by accumulating the radiance values along each viewing ray.

4. Results

The proposed methods have been implemented in CUDA
and their performance has been measured on an NVIDIA
GeForce 9600 GPU at 600 x 600 resolution. The electron
density of the head model is stored in a 128* resolution voxel
array.

We followed photons until at most 5 scattering points.
The results are shown by Figure 5 for light photons and by
Figure 6 for y-photons. Our implementation of the inversion
method can trace 1 million photon paths of length at most 5
in about 12 sec on the frequency range of visible light and in
24 sec on the frequency range of y-photons. The slow down
of the simulation of y-photons is due to the more compli-
cated sampling of the photon energy and scattering direc-
tion. Interestingly, Woodcock tracking is not faster than the
inversion method, although it reads the voxel volume less of-
ten. The reason of its poor behavior is that it has incoherent
texture access patterns, which degrades texture cache utiliza-
tion.
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0.3 million photons 3 million photons 15 million photons

Figure 5: Light photon tracing with the inversion method (upper row) and with Woodcock tracking (lower row).

0.3 million photons 3 million photons 15 million photons

Figure 6: Light photon tracing with the inversion method.
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5. Conclusions

This paper proposed an effective method to solve the radia-
tive transport equation in inhomogeneous participating me-
dia on the GPU. We used Monte Carlo particle tracing, and
implemented the algorithm on the massively parallel GPU
architecture. This way, the transport simulation requires just
a few seconds, i.e. it is almost interactive, which is a great
speed up with respect to CPU simulations running for min-
utes and even for hours.
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Abstract

In this paper, we overview our recent results in the area of optimal regular volume sampling. First, we show that
our prefiltered B-spline reconstruction technique can be efficiently used for quasi-interpolation on the optimal
Body-Centered Cubic (BCC) lattice. This approach provides higher visual quality than the non-separable box-
spline filtering previously proposed for BCC-sampled data. Afterwards, we demonstrate that a volumetric data
set acquired on a traditional Cartesian Cubic (CC) lattice is worthwhile to upsample on a higher-resolution BCC
lattice in the frequency domain. The obtained BCC-sampled volume representation is then interactively rendered
by using a GPU-accelerated trilinear B-spline reconstruction. Although this technique doubles the storage re-
quirements, it ensures similar reconstruction quality as a cubic filtering on the original CC-sampled data, but for
an order of magnitude lower computational cost. Last but not least, we show that the Filtered Back-Projection
(FBP) algorithm can be adapted to acquire volumetric data directly on a BCC lattice.

Categories and Subject Descriptors (according to ACM CCS): 1.3.7 [Computer Graphics]: Three-Dimensional
Graphics and Realism; 1.4.5 [Image Processing and Computer Vision]: Reconstruction; 1.4.10 [Image Process-
ing and Computer Vision]: Volumetric Image Representation

1. Introduction

In the last couple of years, the application of BCC sampling
in volume modeling and visualization received increased at-
tention. It has been shown that the theoretical advantages of
BCC sampling can be exploited also in practice by using
appropriate reconstruction schemes !!-4.10.5.9.13 ' Unlike the
CC lattice, the BCC lattice is optimal for sampling spher-
ically band-limited signals 2% 19. Therefore, to perfectly re-
construct such a signal from its discrete representation, about
30% fewer samples per unit volume have to be taken on
a BCC lattice than on an equivalent CC lattice. Although
practical signals can hardly be considered band-limited, it is
still favorable if the sampling scheme does not prefer drasti-
cally any specific direction. For example, images generated
from CC-sampled volumetric data usually show axis-aligned
staircase aliasing even if a high-quality filter is applied for
the reconstruction . Despite this drawback, the CC lattice is
still a de facto standard in 3D data acquisition and visualiza-
tion mainly because of efficiency reasons. The CC samples
can be easily stored and referenced in a 3D array, and the
resampling can be efficiently implemented by using a fast
separable filtering. In order to suppress the axis-aligned arti-

facts, recently a non-separable filter has been proposed even
for reconstruction on the separable CC lattice '?. Neverthe-
less, the evaluation of this seven-directional box-spline fil-
ter is not supported by the current GPUs and also its CPU
implementation is rather inefficient compared to that of the
popular tricubic B-spline resampling. As an alternative solu-
tion, we proposed to sample the original signal on an optimal
BCC lattice and to apply tensor-product B-spline filters for
the continuous reconstruction '°. The B-spline filtering on
the BCC lattice can be efficiently implemented on a current
GPU and ensures an isotropic suppression of the postalias-
ing effects. Recently, we investigated the practical utility of
this approach from several aspects 7-8. The results of this in-
vestigation are summarized in this paper.

2. Related Work

Based on the arguments of Petersen and Middleton !9,
TheuBl et al. #* were first to recommend BCC sampling for
volume modeling and visualization. One of the most im-
portant aspects of rendering BCC-sampled data is the con-
tinuous reconstruction from the discrete samples. For the
CC lattice, reconstruction filters are usually designed in 1D
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and extended to 3D by a separable tensor-product extension
'7. However, the advantageous properties of a 1D filter are
not necessarily inherited in 3D if its separable extension is
used for reconstruction on the non-separable BCC lattice.
As an alternative, a spherical extension !5 might seem to
be a natural choice especially for the BCC lattice, which is
optimal for sampling spherically band-limited signals. Nev-
ertheless, the main disadvantage of this approach is that
in the frequency response of a spherically extended filter,
zero-crossings at the points of the dual Face-Centered Cu-
bic (FCC) lattice are difficult to guarantee !''. These zero-
crossings are necessary for a reconstruction of high approxi-
mation order that can perfectly reproduce polynomials up to
a certain degree 2123, Although early reconstruction meth-
ods still attempted to use either separable or spherically
extended filters on the BCC lattice, the results did not re-
flect the theoretical benefits of optimal sampling. For exam-
ple, the application of spherical filters 2 resulted in rather
blurry images, while the separable sheared trilinear inter-
polation 2216 led to an anisotropic reconstruction. The first
non-separable filters that are tailored to the geometry of the
BCC lattice were proposed by Entezari et al. !!. In a CPU
implementation '3, their linear and quintic box-spline fil-
ters were twice as fast to evaluate as the equivalent B-spline
filters on the CC lattice, which are the trilinear and tricu-
bic B-splines respectively. However, in a GPU-accelerated
ray-casting application '*, the non-separable box-spline fil-
tering on the BCC lattice was still slower than the separa-
ble B-spline filtering on the CC lattice 2. Another family
of non-separable filters is represented by the BCC-splines ?,
which generalize the Hex-splines for the BCC lattice. The
Hex-splines were originally proposed by Van De Ville et al.
25 for the hexagonal lattice, which is optimal for sampling
circularly band-limited 2D signals. The BCC-splines were
evaluated by a discrete approximation and their analytical
formulas are not known yet. Cs bfalvi recommended a pre-
filtered Gaussian reconstruction scheme * adapting the prin-
ciple of generalized interpolation ' to the BCC lattice. This
method was extended also to the B-spline family of filters
10, and a fast GPU implementation was proposed. Accord-
ing to our best knowledge, the prefiltered B-spline recon-
struction is the fastest technique up to now that can be used
for rendering BCC-sampled data interactively. In this paper
we present two improvements. First, we demonstrate how to
guarantee certain polynomial approximation orders by us-
ing appropriate discrete prefilters. Second, we show that the
prefiltered B-spline reconstruction is worthwhile to apply on
a BCC-sampled volume that is obtained by upsampling an
originally CC-sampled data. Additionally, we adapt the FBP
algorithm to naturally acquire data on a BCC lattice.

3. Prefiltered B-Spline Reconstruction

The Prefiltered B-Spline Reconstruction (PBSR) scheme !0
exploits that the BCC lattice consists of two interleaved CC
lattices, where the second CC lattice is translated by a vector
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[3.4.%] (see Fig. 1). Thus, the reconstruction can be per-
formed separately for these two CC lattices by using the
standard trilinear or tricubic B-spline resampling twice and
averaging their contributions. This evaluation is equivalent
to the convolution of the BCC samples with the given B-
spline filter kernel. The trilinear and tricubic filters are de-
fined as the tensor-product extensions of the B-splines of or-
ders one and three, therefore we denote them by B! and ps
respectively. The tricubic B-spline can also be obtained by
convolving the trilinear B-spline with itself: B3 = B! «p! 21,

Figure 1: The BCC lattice as two interleaved CC lattices.
The red CC lattice is translated by a vector [%, %, %]

In order to better fit the separable B-spline resampling to
the geometry of the BCC lattice, a non-separable prefilter-
ing has been proposed '°. Unfortunately, the scheme of gen-
eralized interpolation ! cannot be applied, since a discrete
prefiltering that makes the B-spline reconstruction interpo-
lating on the BCC lattice theoretically does not exist. This
claim can be justified by a frequency-domain analysis. The
Fourier transform of the trilinear B-spline B! is

B! (w) = [sinc(wy)sinc(wy)sinc(:))?, (1)
where w = [y, @y, o:]” and sinc(r) = "Ll(/’zﬂ For general-
ized interpolation, the prefilter should be the inverse of the
BCC-sampled reconstruction kernel. If the trilinear kernel
(which is not interpolating on the BCC lattice) is sampled
on the BCC lattice, its Fourier transform 3! (w) is replicated
around the points of the dual FCC lattice:

B'(x) ¥ 3(x—Gk) & [det G| ¥ B'(w—21GK), ()
kez3 kez?

where the generator matrix of the BCC lattice '* is

1 -1 -1
-1 1 -1 |,
-1 -1 1

and the generator matrix of the dual FCC lattice is

i 4 -
G=GT=| 1 0 1 |.

1
G=3

-1 -1 0
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Since (2) equals zero for any w — 2m[u,v,w]”, where
u,v,w € Z and u + v+ w is odd, the BCC-sampled trilinear
kernel is not invertible. Similarly, the BCC-sampled tricubic
B-spline is not invertible either as its Fourier transform is

det G| ¥ B (w—2nGK), &)
keZ3

where B3(w) = ﬁl(w) -B(w). In the previous work 0, a
frequency-domain solution has been proposed that mimics
the prefiltering for generalized interpolation such that the ap-
proximation error at the lattice points, which is controlled by
a free parameter, can be made arbitrarily small. Neverthe-
less, this approach does not ensure a certain order of accu-
racy at an arbitrary sample position.

4. Quasi-Interpolation on the BCC Lattice

An originally continuous 3D function f(x) can be recon-
structed from its discrete samples by a linear combination
of shifted copies of a basis function ¢(x):

fX)~fx)= Y clkjp(x—Gk), ()
kezZ3

where G is the generator matrix of the sampling lattice and
the coefficients c[k] are determined from the discrete sam-
ples f[k] = f(GKk). If 7(Gk) — f]k| for each k € Z?, the
reconstruction is an interpolation, that is, the accurate func-
tion values are reproduced at the lattice points. The inter-
polation condition is trivially satisfied if the reconstruction
kernel ¢ is interpolating on the given lattice (¢(Gk) = 8)
and c[k] = f[Kk|. If ¢ is not interpolating then generalized
interpolation ! can be applied to calculate coefficients c[k|
such that the interpolation condition is still satisfied.

In volume-rendering applications, interpolation is not
necessarily the best way of reconstruction. The discrete vol-
ume representation has to be resampled at arbitrary posi-
tions, therefore it is favorable to guarantee a uniform distrib-
ution of the approximation error in order to avoid visual arti-
facts. Forcing a higher-degree approximate function to pass
exactly through the sample values, however, usually leads to
overshooting that appears as a ringing artifact in the images
generated by volume rendering '°.

Another alternative for function reconstruction is quasi-
interpolation % 3, which sacrifices the interpolation condition
to increase the global approximation quality such that f(x)
well approximates f(x) at an arbitrary position x. An excel-
lent framework on quasi-interpolation on the 2D hexagonal
lattice was published by Condat and Van De Ville 3. It is im-
portant to note that their conditions for quasi-interpolation
are not restricted to 2D lattices but applicable to any multi-
dimensional lattice. By definition, quasi-interpolation of or-
der L perfectly reconstructs a polynomial of degree at most
L — 1. This is usually achieved by a discrete prefiltering,
where coefficients ¢[k] are produced by convolving the data
values f[k] with a discrete prefilter p. Quasi-interpolation

of order L is equivalent to the following condition ? for the
prefilter p:

Plw)P(w—2nGK) = 8+ O(||w]|") for every k € Z3, (5)

where p and ¢ are the Fourier transforms of the prefilter
p and the reconstruction filter @ respectively. Matrix G is
the generator matrix corresponding to the dual (the Fourier
transform) of the sampling lattice. Additionally, it is neces-
sary for a quasi-interpolation of order L that the reconstruc-

tion kernel ¢ satisfies the well-known Strang-Fix conditions
21.

$(0) # 0 and ¢(w — 2nGk) = O(||wl|L) for every k # 0.

(6)
Thus, the frequency response of the reconstruction filter has
to guarantee zero-crossings of order at least L at the dual
lattice points except the origin. The order of such a zero-
crossing is referred to as the number of vanishing moments
11,13 "and it is not necessarily the same for all the dual lattice
points. The approximation power L of a filter is defined as
the minimal number of its vanishing moments.

4.1. Quasi-Interpolation versus Generalized
Interpolation

Unlike the tensor-product B-splines, the non-separable box
splines can be used also for interpolation on the BCC lattice.
The linear box spline is interpolating itself and the quintic
box spline can be made interpolating by an appropriate dis-
crete prefiltering . This is definitely an important theoretical
advantage of the non-separable box splines. However, we re-
cently derived a prefilter of IIR for quasi-interpolating Pre-
filtered Cubic B-Spline Reconstruction (PCBSR) &, which
makes the pass-band behavior similar to that of the in-
terpolating Prefiltered Quintic Box-spline Reconstruction
(PQBXR), but in the stop band, well preserves the isotropic
antialiasing effect of the tricubic B-spline.

Applying the scheme of generalized interpolation ! on the
BCC lattice, the data samples have to be convolved with the
inverse of the BCC-sampled reconstruction kernel. Conse-
quently, the Fourier transform of the discrete prefilter ¢ that
makes the quintic box-spline reconstruction interpolating is
defined as follows:

1 1

— - R 7
§(w)  Yyezs Mz (w — 2nGK) @

G(w) =
where §(w) is the Fourier transform of the discrete deconvo-
lution filter s[k] produced by sampling the quintic box-spline
M= on the BCC lattice and normalizing the BCC samples:

s[k| = |det G|M=:(GK). In Equation (7), the Fourier trans-
form of the quintic box spline is '*:

4
Mz (w) = Mz(w)? = [ sinc® (6] ), ®)
k=1

where vectors &; are defined by the directions of the first
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nearest BCC neighbors:

1 1 -1 -1 1
E:[€1~€2~E&€4]:§ <L, 1 =l 1
-1 -1 I 1

Note that the approximation power of the tricubic B-
spline on the BCC lattice is L = 4 (see the details in Sec-
tion 4.2), therefore it can potentially be applied for quasi-
interpolation of order four by using an appropriate discrete
prefiltering. The key idea for finding a good IIR prefilter also
for PCBSR was to utilize the advantageous properties of pre-
filter g. More concretely, we proposed to perform prefilter-
ing by ¢ twice to fully exploit the approximation power of
the tricubic B-spline. Our approach is based on the follow-
ing theorem.

Theorem 4.1 By convolving g with itself, a prefilter is ob-
tained that makes PCBSR quasi-interpolating of order four
on the BCC lattice.

Proof Tt is well-known that generalized interpolation, which
combines a discrete IIR prefilter p with a reconstruction fil-
ter ¢ of approximation power L, satisfies the following sat-
isfactory condition for quasi-interpolation of order L 2 3:

1 % L
—— = @(w) + O(||w]|7)- 9)
Sy = #@) (el
Since the approximation power of the quintic box spline is
L =4 13 using ¢ as prefilter p and Mz as reconstruction
filter ¢, we obtain

1 . - 4
—— =§(w) = Mgz (w) + O(||w]]"). (10)
5oy~ @) = M) + (w1
Therefore, the Taylor series expansion of Mz around w = 0
gives

1 Loo, 2 .32 1

o =1~ = (0, : 11
The direct use of g would not make PCBSR quasi-
interpolating of order four. However, using g ¢ as prefilter
p and B as reconstruction filter ¢, condition (9) for L = 4 is
already satisfied:
1 1. 2

T VA ol tod) +o(lwl|M? (12)

1 .
= 1— (0 +of +of) +0(llw||) = B(w) + olwl").
a
4.2. Frequency-Domain Analysis

It is easy to see that the approximation powers of the trilin-
ear and tricubic B-splines are the same as that of the linear
and quintic box splines, which are two and four respectively.
Their energy in the stop band, however, is distributed rather
differently. If the frequency-domain decay of a reconstruc-
tion filter is short, like in case of B-splines and box splines,
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then mainly those aliasing spectra contribute to the postalias-
ing effect that are the closest to the primary spectrum. These
aliasing spectra are located around the nearest twelve FCC
lattice points, which are [+2r, £2m,0], [+2m,0,+27], and
[0,+2m, +-2m). At these aliasing frequencies, the trilinear and
tricubic B-splines ensure four and eight vanishing moments
respectively. In contrast, at these points of the frequency do-
main, the linear and quintic box splines guarantee just the
minimal number of their vanishing moments, which are rwo
and four respectively. As a consequence, based on the theory
developed by Entezari et al. ', the tensor-product B-splines
can suppress the postaliasing effect more efficiently on the
BCC lattice than the non-separable box splines of the same
approximation powers.

Figure 2: Resultant frequency responses after an IIR pre-
filtering. Left: PCBSR combined with our IIR prefilter ¢ * q.
Right: Interpolating POBXR. The images represent the cen-
tral slice (©; = 0) of the frequency response in the domain
[—4m,4n)%, where the green rhombus depicts the border of
the pass band and the red dots depict the FCC lattice points.

Fig. 2 shows the central slice of the resultant frequency
response for both the quasi-interpolating PCBSR and the in-
terpolating PQBXR. In order to emphasize the stop-band
behavior, we displayed the frequency responses with gray
levels proportional to the cube root of the original values.
PCBSR ensures much less postaliasing especially around the
nearest FCC lattice points, whereas PQBXR provides a little
bit better pass-band behavior with less oversmoothing.

4.3. Experimental Analysis

We have compared our PCBSR to PQBXR by ren-
dering BCC-sampled representations of the well-known
Marschner-Lobb signal '°. In order to implement the de-
convolution, in both cases we used a frequency-domain so-
lution proposed by Cs bfalvi and Domonkos . The results
are shown in Fig. 3. Note that, using our quasi-interpolating
PCBSR, the circular level lines are almost perfectly re-
constructed even from the lower-resolution volume rep-
resentation that samples the test signal near the Nyquist
limit. In contrast, the interpolating PQBXR produces visi-
ble direction-dependent aliasing unless the signal is sampled
at a higher resolution. Although the average angular error
of the gradients calculated by PCBSR is slightly higher (see
Fig. 4), the error is much more uniformly distributed than in
case of PQBXR.
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Figure 3: Reconstruction of the Marschner-Lobb signal us-
ing PCBSR with our IIR prefilter q x q (upper row) and the
interpolating POBXR (lower row). Left column: Reconstruc-
tion from 32 x 32 x 32 x 2 BCC samples. Right column: Re-
construction from 64 x 64 x 64 x 2 BCC samples.

5. Frequency-Domain Upsampling on a BCC Lattice

Our quasi-interpolating PCBSR technique has been pro-
posed for volumetric data acquired on an optimal BCC lat-
tice ®. However, the idea of BCC sampling for 3D data ac-
quisition is relatively new, therefore the recent 3D scanning
technologies, such as CT or MRI, usually produce data on a
traditional CC lattice. In this section, we demonstrate that it
is still worthwhile to convert CC-sampled data onto a BCC
representation 7.

For real-time visualization of CC-sampled volume data,
usually the trilinear filter is used, since its evaluation is di-
rectly supported by the recent GPUs. Nevertheless, the tri-
linear filter provides poor quality if the data is not sampled
at an appropriate frequency. In order to increase the recon-
struction quality, two fundamentally different strategies can
be followed. The first strategy is to apply higher-order filters
17, such as the cubic B-spline or the Catmull-Rom spline.
These filters, however, are much more expensive computa-
tionally than the popular trilinear filter. A trilinear sample
is calculated from the eight nearest voxels, whereas the cu-
bic filters take the nearest 64 voxels into account. In prac-
tice, a filter of a larger support can drastically decrease the
rendering performance because of the costly cache misses.
Although it has been shown that a cubic filtering can be ef-
ficiently implemented on the recent GPUs by calculating a
weighted average of eight trilinear texture samples 20, the
trilinear filtering is still significantly faster.

The second strategy for improving the quality of local
resampling is to combine the complementary advantages
of spatial-domain and frequency-domain techniques. In a

Figure 4: Angular ervor of the gradients reconstructed by
PCBSR combined with our IIR prefilter q * q (upper row)
and the interpolating POBXR (lower row). Angular error of
30 degrees is mapped to white, whereas angular error of zero
degree is mapped to black. Left column: Reconstruction from
32 x 32 x 32 x 2 BCC samples. Right column: Reconstruc-
tion from 64 x 64 x 64 x 2 BCC samples.

preprocessing step, the initial volume is upsampled in the
frequency-domain implementing the sinc interpolation by
either zero padding or phase shifts !#. After the preprocess-
ing, the obtained higher-resolution volume is resampled in
the spatial domain by using a filter of a smaller support.
Generally, the smaller the support of a filter, the higher is its
postaliasing effect °. However, the upsampling can poten-
tially compensate the higher postaliasing effect of a cheap
reconstruction filter. The major drawback of this approach
is that the memory requirements are drastically increased.
For example, if the volume resolution is doubled along each
axis, the number of voxels is increased by a factor of eight,
which might be prohibitive in practical applications.

In order to attain the highest reconstruction quality for a
fixed storage overhead, we recently proposed a frequency-
domain upsampling of CC-sampled data on an optimal BCC
lattice rather than on a higher-resolution CC lattice 7. The
obtained BCC representation is rendered by using a simple
GPU-accelerated trilinear B-spline reconstruction. Although
this approach doubles the storage requirements, it provides
similar quality as the most popular cubic filters, but for a
significantly lower computational overhead.

5.1. Preprocessing

As it is demonstrated in Figure 1, the BCC lattice consists
of two interleaved CC lattices. Assume that the volume is
originally sampled on the blue CC lattice. If this lattice suffi-
ciently samples the underlying signal, the samples on the red
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lattice can be obtained by a sinc interpolation implemented
as a frequency domain phase shift. Based on the shifting the-

orem, the DFT F,,(% of the blue samples f,“j])k is modulated

by e~ ™(#+"+%) The red samples /I“)A are obtained by trans-

forming the result back into the spatial domain. In this way, a
BCC-sampled volume data is produced, which oversamples
the original signal. Although the BCC upsampling yields
a redundant volume representation, it is still more reason-
able than an upsampling on an equivalent CC lattice, which
would result in 30% more samples.

5.2. Rendering

The upsampling makes sense if the obtained BCC-sampled
volume can be resampled by a computationally cheap filter
more efficiently than the original CC-sampled volume using
a higher-order filter. Additionally, the reconstruction quality
is required to be at least competitive. Therefore, the choice of
the continuous reconstruction filter is of crucial importance
in our method.

In a CPU implementation, the quintic box-spline filtering
on a BCC lattice is twice as fast as an equivalent tricubic
B-spline filtering on a CC lattice !*. Nevertheless, in a GPU
implementation, the tricubic B-spline filter is still faster to
evaluate, since unlike the quintic box-spline filter, it can uti-
lize the direct hardware support for trilinear texture fetching
4. As we focused on GPU-based real-time volume render-
ing, we rejected the quintic box spline as an alternative. A
GPU-accelerated tricubic B-spline reconstruction is slower
on a BCC lattice than on a CC lattice ', therefore this alter-
native was also rejected. In the state of the art, there were
really just two linear filters left that could be considered
for efficiently rendering BCC-sampled data. One of them
is the four-directional linear box spline '*, and the other
one is the trilinear B-spline '°. In order to analyze these fil-
ters in terms of both quality and efficiency, we implemented
a texture-based isosurface rendering application using opti-
mized shader codes for the resampling.

We rendered a measured data set, which is a CT scan of a
carp. First we tried to reconstruct the skeleton from the initial
128 x 128 x 256 CC samples. Figure 5 shows that a simple
trilinear interpolation causes severe staircase aliasing. Us-
ing a tricubic B-spline reconstruction, the staircase artifacts
are avoided, but the fine details are removed. In contrast,
an interpolating prefiltered tricubic B-spline reconstruction
gives an excellent result. Note that the linear reconstruc-
tion schemes combined with our BCC upsampling guarantee
similar visual quality as a cubic filtering on the initial CC-
sampled data. On the BCC lattice, the trilinear B-spline filter
reduces the postaliasing effect more efficiently than the lin-
ear box-spline filter, but the latter is better in reconstructing
the fine details. Concerning the efficiency, the trilinear B-
spline filtering is an order of magnitude faster than the linear
box-spline filtering or a tricubic B-spline filtering on the CC
lattice.
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6. Tomography Reconstruction on the BCC Lattice

In order to naturally acquire volumetric data on a BCC lat-
tice, we adapted the well-known FBP algorithm and tested it
on a real CT scanner provided by Mediso Medical Imaging
Systems. We generated theoretically equivalent CC-sampled
and BCC-sampled volume representations and rendered the
obtained data sets by using the trilinear and tricubic B-spline
filters. Figure 6 shows the reconstruction of a mouse skele-
ton from the discrete samples. Note that, due to its optimal-
ity, the BCC sampling requires about 30% fewer samples to
store. Nevertheless, the quality of the images produced from
the BCC-sampled data is still higher than that of the images
produced from the CC-sampled data.

Figure 6: Trilinear (upper row) and tricubic (lower row) B-
spline reconstructions of a mouse skeleton. Left column: Re-
construction from 424 x 424 x 509 CC samples. Right col-
umn: Reconstruction from 300 x 300 x 360 x 2 BCC sam-
ples.

7. Conclusion

In this paper, we have summarized our recent results on op-
timal regular volume sampling. We demonstrated that the
tensor-product B-spline filters represent a reasonable alter-
native of the non-separable box splines previously proposed
for the BCC lattice from both theoretical and practical as-
pects. Theoretically, the trilinear and tricubic B-splines can
provide the same polynomial approximation orders as the
linear and quintic box splines respectively. From a practi-
cal point of view, unlike the non-separable box splines, the
tensor-product B-splines can utilize the fast trilinear texture-
fetching capability of the recent GPUs. Therefore, they can
be used for interactively rendering BCC sampled data pro-
duced by either upsampling or tomography reconstruction.
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%

Linear box-spline reconstruction from 128 x 128 x 256 x 2 BCC samples.

Figure 5: Reconstructing the skeleton of a carp from 128 x 128 x 256 CC samples and from 128 x 128 x 256 x 2
BCC samples obtained by a frequency-domain upsampling. The data set is courtesy of http://www9.informatik.uni-
erlangen.de/External/vollib.
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LDNI alapu soport térfogat generalasa anyageltavolitas
jellegii gépészeti szimulaciohoz

Tukora B.! Szalay i i

! Miiszaki Informatika Tanszék, Pollack Mihaly Miiszaki Kar, Pécsi Tudomanyegyetem. Pécs
2 Gyartdstudomany és -technolégia Tanszék, Gépészmérnoki Kar, Budapesti Miiszaki és Gazdasdgtudoményi Egyetem, Budapest

Abstract

A Pécsi Tudomdnyegyetem Pollack Mihdly Miiszaki Kardnak Miiszaki Informatika Tanszékén az elmiilt években
kifejlesztésre keriilt egy olyan gépészeti szimuldcios eljdrds, amely teljes egészében a grafikus hardveren fut, nagy-
Sfoku pdrhuzamositott végrehajtdst téve ezzel lehetévé. Az eljdrds specialitdasa, hogy bizonyos anyageltdvolitds
Jellegii szimuldciokndl LDNI (Layered Depth-Normal Images) képeket haszndl a szerszdm alakjdnak, vagy a szer-
szdm dltal a szerszampdlya mentén végigsopaort térfogatak a leirdsdhoz. Ez utobbi generdldsdnak hatékony mod-
Jja kiemelt kutatdsi témdt jelent a CAM rendszerek fejlesztinek részére, iijabb és wijabb megolddsok jelennek meg
a szakirodalomban. Jelen irds a soport térfogat generdldsdnak grafikus hardver alapu médszerét mutatja be. E
modszer specidlisan a kordbban kifejlesztett gépészeti szimuldcios eljdardshoz késziilt annak felgyorsitdsdra; nem
ad dltaldnos érvényii megolddst a problémdra, de a séport térfogat generdldsdnak egy ujszeri modjdt mutatja be,
amely a szamitogépes grafika hagyomdnyos algoritmusaira épiil.

1. Bevezetés

Az anyageltavolitds jellegli gépészeti szimuldciék sordn
olyan megmunkdldsokat modelleziink, ahol egy adott forma-
jui vagoszerszam egy bizonyos szerszdmpalya mentén halad-
va anyagot tdvolit el a munkadarabbdl, igy alakitva ki annak
végso formdjat. llyen miveletek példdul a mards vagy esz-
tergdlds. Ezek a szimuldciok a CAM (Computer Aided Ma-
nufacturing) rendszerek szerves részei.

Kutatdsunk sordn az anyaglevdlasztds szimuldciot
GPGPU alapokon végezziik el. Ez azt jelenti, hogy a
munkadarab alakjdnak reprezentdcidja, az anyageltdvoli-
tasi szdmitdsok és a megjelenités mind az dltaldnos célu
szamitdsokra alkalmas grafikus hardver (GPGPU) hatés-
korébe tartoznak. A médszer elénye abban rejlik, hogy a
nagyrészt szekvencidlis programfuttatdst végz§ CPU-t6l
teljes egészében dtveszi a GPU a feladatokat, nagyfoku
parhuzamos végrehajtdst biztositva, a CPU-GPU kozotti
adatmozgds kikiiszobolésével pedig megsziinik a korldtozott
sdvszélesség okozta sziik keresztmetszet sebességcsokkentd
hatdsa ' 2.

Anyageltdvolitds szimuldciondl a szerszam 4ltal kihasitott
anyagtérfogatot 1épésrol 1épésre generdljuk a szerszam pil-
lanatnyi helyzetének megfelelGen. A szerszdm teljes moz-

gdsa sordn alakul ki az a soport térfogat, amelynek eltdvo-
litdsa a készterméket eredményezi. Ha a szimuldcids 1épé-
sek kozott elég kicsi a szerszdm dltal végzett elmozdulds,
a szerszdm dltal soport térfogat az egymds utdn kovetkezd
szerszamtérfogatok unidjaként értelmezhet6, egy adott hiba-
hatdron beliil. Amennyiben a hibakiiszobon beliil maradds
csak olyan kicsi elmozduldsokkal biztosithat6, ami jelen-
tosen megnoveli a szimuldciés 1épések szamadt, igy lecsok-
kenti a szimuldcié sebességét, a soport térfogatot mds, ha-
tékonyabb mddszerekkel kell szdimitani. Ehhez leggyakrab-
ban analitikus médszereket haszndlnak, amelyek poligonos
(hdromszog-alapi) feliiletreprezentdcios térfogatot eredmé-
nyeznek (ldsd pl. itt> +3). Ez nem jelenti a teljes soport tér-
fogat egy 1épésben torténd generdldsdt: a szerszdm pdlydja
lokdlis sajatossdgainak figyelembevételével az egymdst ko-
vet$ "konnyebben" kiszamithat6 szakaszok soport térfogatd-
nak meghatdrozdsdval alakul ki a teljes térfogat.

Az dltalunk kidolgozott mddszer sajdtossdga, hogy a szer-
szdm térfogatdt LDNI képek formdjdban generdlja, és az
anyageltdvolitdsi szamitdsokat végzs algoritmus kozvetleniil
e képeket haszndlja fel. Az LDNI képek a szerszam feliileté-
nek egy adott irdnybdl torténd rétegekre bontdsdval alakul-
nak ki, és a feliilet pontjainak mélységi értékei mellett az
adott ponthoz tartozé normdlvektort is tartalmazzak ©. (La-
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yered Depth-Normal Images = rétegekre bontott mélységi-
normdlvektoros képek). Legegyszertibb esetben a soport tér-
fogatot a siirlin egymds utdn, depth-peeling eljardssal felvett
szerszam-képekbdl nyerjiik. Ez lehet6vé teszi olyan bonyo-
lult szerszdmok bevondsdt is az anyageltdvolitds szimuldcidk
korébe, amelyek analitikus leirdsa nehézkes, vagy a vagdsi
szamitdsok analitikus médszerrel val6 elvégzése nem meg-
oldhat6 7 (14sd még a hivatkozott® demonstraciés videét). A
szerszampdlya-szakaszok soport térfogatanak LDNI képek-
ben val6 dbrdzoldsa a szakirodalomban megtaldlhaté madd-
szerek segitségével két 1épésben alakul ki: a soport térfogat
feliilet-reprezentdciéjdnak kialakitdsdval és annak LDNI ké-
pekbe renderelésével. Ez egyrészt CPU alapi szdmitdsokat,
mdsrészt CPU-GPU adatmozgdst igényel. Az aldbbiakban
olyan médszert mutatunk be, amely az LDNI formdban le-
irt soport térfogatot egyetlen 1épésben dllitja eld, a grafikus
hardver kizédrélagos felhaszndldsdval. Ehhez a szamit6gépes
grafikdbdl jol ismert shadow mapping technikdhoz hason-
16 eljdrds keriilt kidolgozdsra: a térfogatfeliilet tobb irdnybol
felvett mélységi képeinek transzformdcidjdval alakulnak ki
az LDNI képek.

2. A GPGPU alapi anyageltavolitas szimulaciés eljaras
bemutatasa

2.1. Technikai hattér

Az egységesitett architektirdjui grafikus hardverek néhdny
éve jelentek meg a piacon. Az egységesitett architektira azt
jelenti, hogy a grafikus hardveren futé, kiilonbozé felada-
tokat végz06 programok (shaderek) az elvégzendd feladattol
fiiggetleniil ugyanazon hardveregységeken futnak, nem pe-
dig az egyes feladattipusokhoz kiilon-kiilon kifejlesztett de-
dikalt egységeken.

Az egységesitett hardver-architektura lehet6vé tette a ha-
gyomdnyo$ vertex és pixel shadereken kiviil egyéb, akar
nem feltétleniil grafikus jellegli shaderek definidldsat is. Er-
re példa az in. geometry shader, amely geometriai primiti-
veket (pont, vonal, hdromszog) képes kezelni: transzformal-
ni, dtalakitani, torélni, és ami az egységesitett architektdira
megjelenése eldtt nem volt lehetséges: a CPU kozremiko-
dése nélkiil, 6ndlléan létrehozni is. Az objektumok nem fel-
tétleniil geometriai primitiveket jelentenek: egy pont tipu-
st objektum bizonyos attribitumokkal kiegészitve leirhat-
ja példdul egy gdzmolekula térbeli helyzetét és sebességét
is, a geometry shader pedig e molekuldk mozgési egyen-
leteinek ciklikus szdmitdsdval a teljes gdzhalmaz mozgdsd-
nak szimuldci6jat végezheti, adott kiilsé és belsG erShaté-
sok figyelembevételével”’. Az eredményeket - egyéb shade-
rek bevondsdval -, a grafikus hardver meg is jelenitheti.

A programoz6 tehdt kizdrdlag a grafikus hardver segitsé-
gével hozhat létre és manipuldlhat objektumokat, teljes egé-
szében dtvéve ezeket a funkcidkat a CPU-t6l. Ennek a meg-
olddsnak az az el6nye, hogy a nagymértékben parhuzamo-
sitott szamitdsi feladatok elvégzésére kifejlesztett grafikus
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hardveren lényegesen gyorsabban végezhetok el az SIMD
(Single Instruction on Multiple Data) jellegii utasitdssoroza-
tok, mint a CPU-n, tovdbbd a CPU-GPU adatdtvitelt mini-
malizdlva csokkenthetS a korldtozott adatétviteli savszéles-
ség futdsi teljesitményt csokkentd hatdsa.

Az egységesitett architektirdji grafikus hardverek dltald-
nos elnevezése a GPGPU (General Purpose Graphics Pro-
cessing Unit), utalva a nem grafikus jellegii felhasznalhato-
sdgra. Az 4ltalanos célu felhaszndldst specidlis programoza-
si feliiletek, (in. API-k, Application Programming Interface)
segitik. A geometry shaderen kiviil egyéb, nem grafikus jel-
legti shaderek is megjelentek (pl. compute shader).

2.2. Az eljaras leirasa

Az dltalunk kidolgozott eljdrds szabad formdju testek
anyageltdvolitds jellegi megmunkdlds-szimuldciéjat végzi.
A "szabad form4ji" jelzé tipikusan valamely CAD rendszer-
ben létrehozott, tetszdleges formdjd, manifold (valésdgos
térbeli) testekre utal. A megmunkdlds anyageltdvolité szer-
szdmmal torténik, amelynek pozicidja és orientdciGja szaba-
don és egymadssal szinkronban valtoztathat6 a mtivelet sordn.
Az eljdras igy alkalmas S tengelyes mar6gép dltal végzett
megmunkalds szimuldcidjdra.

Az eljards sordn a munkadarab az un. dexel bazisu térfo-
gatreprezentdcids médszer egy tovdbbfejlesztett valtozatdval
keriil leirdsra. Az eredeti dexel bazisi modszer a kovetke-
z8kbdl 4ll: egy térbeli sikra adott stiriség( racsot helyeziink,
és minden rdcspontbdl a sikra merGleges egyenest inditunk.
A tovdbbiakban az egyenesek és a munkadarab metszéspont-
jait vizsgdljuk. Ahol egy egyenes 4thatol az anyagon, egy
dexel (depth element, mélységi elem) keletkezik, amelyet az
anyagba val6 behatolds, illetve az anyagbdl valé kilépés tér-
beli koordindtdival, vagy az ezekre visszavezethet értékek-
kel (pl. a belépés koordindtdi, a dexel irdnya és hossza), il-
letve egyéb kiegészitd paraméterekkel (pl. szin) definidlunk.
Ha egy egyenes tobbszor is metszi a testet, az egymads utdn
kovetkez6 dexeleket ldncba fiizve tdroljuk a memdridban.

Esetinkben a GPU-k specidlis adattdroldsi  és
-feldolgozdsi mddjaihoz igazodva a dexel alapi repre-
zentdcié az aldbbiak szerint torténik: A dexeleket nem
csak egy, hanem hdrom, egymdsra meréleges (ortogondlis)
irdnyban vessziik fel (dn. tri-dexel vagy multi dexel mdd-
szerrel). A testet az egyes irdnyokhoz tartozé dexelek teljes
egészében leirjdk, tehdt hdrom teljes értékd dexel bazisu
lefrdst képziink, kiilonbozd irdnyokban. Az ily moédon
definidlt dexelek vertex bufferekben keriilnek tdroldsra a
grafikus hardver memdridjdban.

A nyers munkadarab (el6gydrtmany) multi dexel alapti le-
irdsdt konvertdldssal képezziik a munkadarab feliiletét leir6
reprezentdci6bol (BRep, Boundary Representation). Ilyen
reprezentdcié példaul a feliiletet haromszogekkel és nor-
madlvektorokkal leird, a sztereo litogrdfia sordn alkalmazott




Tukora et al / LDNI alapii soport térfogat generdldsa

mddszer, amely .stl kiterjesztési f4jlokat haszndl a tdrolds-
ra. Esetiinkben a konverzié a kovetkezSképpen torténik: A
munkadarabot leir6 BRep objektumot a dexelek irdnyvek-
torai mentén depth peeling eljdrdssal rétegekre bontjuk. Ez
azt jelenti, hogy az objektumot az adott irdnybdl renderel-
juk, és az igy ldthato feliilet pontjainak a kamerdtdl valé té-
volsdgat és a normalvektordt LDNI kép formdjdban tdroljuk,
majd ezt kovetSen a lathato feltlet mogotti, felénk irdnyuld
takart feliiletekrdl is ilyen képeket készitlink, egészen a leg-
hdtsé takart feliiletdarabkdig. Az eljarast megismételjiik az
objektum hatoldali felileteire is. A hozzank legkizelebb es6
eliilsG és hdtulso feliiletrészek adjdk az elsG réteget, a legtd-
volabbiak a legutolsét. A dexeleket az egyes rétegek eliilsd
¢és hdtoldali képei alapjan hozzuk létre: a dexelek behato-
ldsi és kilépési koordindtdi az eliilsd és hétulsé kép pont-
jainak kép- és mélységi koordindtdi alapjan szdmithaték a
kamera-térbdl vildg-koordinétarendszerbe valé transzforma-
lassal, a dexelek normdlvektorai pedig az azonos képernyG-
koordindtdkhoz elmentett normdlvektorok lesznek. (Lésd: 1.
dbra.) A konverziot mindhdrom dexel-irdnyban elvégezziik.

y
/ - ;
/ / e 3
— —
- -
N\

Layer 1, front face
Layer 1, back face
Layer 2, front face
Layer 2, back face
Dexels

1. dbra. A dexelek l1étrehozdsa.

Az anyageltdvolitds szimuldci6ja sordn a munkadarabba
behatol6 vagészerszdm térfogatdt vagy az dltala a mozgés
egyes szakaszain végigsoport térfogatot a szerszdm mozgés-
pélydja mentén 1épésrdl 1épésre eltdvolitjuk a munkadarab
térfogatdbol. Ez a dexel alapd térfogatreprezentdcio eseté-
ben azt jelenti, hogy minden egyes dexelre meg kell hatdroz-
ni a szerszdm és dexel metszéspontjait, és el kell tdvolitani a
dexelbdl kivagott részeket. Egy metszéspont esetén a dexel
révidebb lesz, két vagy tobb metszéspont esetén a dexelbsl
tobb dexel keletkezik. A mtiveletet esetiinkben a Geometry
shader végzi, két lehetséges modon:

- Koordindta-geometriai szdmitdsokkal. A dexel, mint ird-
nyitott térbeli egyenes-szakasz, €s a vagészerszam alakjdt le-
ir6 térbeli feliiletek vagy térfogatok metszéspontjainak ana-
litikus szdmitdsdval.

- Depth peeling eljdrds segitségével, ahol a szerszdmot a

dexelek 1étrehozdsat lefr6 részben vdzolt médszerrel, a dexe-
lek irdnyvektorai mentén rétegekre bontjuk, és az egyes ré-
tegek dltal definidlt térfogatrészeket vonjuk ki a dexelekbdl.
A kivonds a dexelek koordindtdi és a rétegeket leird képek-
bdl kinyert koordindtdk dsszehasonlitdsa alapjan torténik. A
pontossdg novelése érdekében a dexelek kezdeti 1étrehoza-
sdhoz és a szerszdmok rétegekre bontdsdhoz ugyanazon vir-
tudlis kamerapoziciébdl és kamera-paraméterekkel végzett
depth peeling eljardst haszndlunk.

A térfogat-kivondsi szdmitdsokat a geometry shader cikli-
kusan, mindaddig végzi, amig a szerszam végighalad a szer-
szdmpdlydn. Az eredményeket egy vagy tobb szdmitdsi cik-
lus utdn megjeleniti a GPU (megjelenitési ciklus). A meg-
jelenitési ciklusban a grafikus hardver megjelenitésre alkal-
mas primitivekbdl (hdromszogekbdl) 4116 feliiletekké alakit-
ja a dexelek Osszességét, majd a bedllitott fényviszonyoknak
megfelelden drnyalja és kirajzolja az igy felépitett munkada-
rabot.

A bemutatott eljdras lehet6vé teszi a szimuldcids 1épé-
sek tetsz6leges nagyitds melletti elvégzését, megnovelt rész-
letesség mellett. A munkadarab egy felnagyitott részének
rétegekre bontdsdval és dexelekké konvertdldsdval a felna-
gyitott térfogatrészt az eredetivel megegyezd felbontdssal
irjuk le, igy a munkadarab méretéhez viszonyitott racstd-
volsdg csokken, a részletesség pedig nd. Amennyiben a
térfogat-eltdvolitdst depth peeling mddszerrel végezziik, a
szerszdm rétegekre bontdsdndl haszndlt kamera-bedllitdsok
meg kell, hogy egyezzenek a munkadarab nagyitdsakor ér-
vényes kamera-bedllitdsokkal.

3. LDNI alapi soport térfogat generalasa

A soport térfogat generdldsdnak legnagyobb nehézsége az,
hogy bonyolult szerszdmpdlya mentén kell egy olyan zart,
poligon-alapi feliiletet el6dllitani, amelyben nem fordulnak
eld feliilet-dtmetszések vagy egyéb geometriai hibdk. Ehhez
1épésrdl 1épésre meg kell hatdrozni a soport feliilet kiala-
kitdsdban résztvevs szerszam-feliiletszegmenseket, és ezek
alapjan egy teljesen uj objektumot kell kredlni. Ez komoly
matematikai appardtust igényel, az elért eredmények pedig
korldtozottak: az ismert CAM rendszerek 5 tengelyes ma-
rdsi megmunkdldsok esetén nem is alkalmazzdk. (S tengely
szinkronizalt vezérlésével hozhatdk 1étre szoborszerd felii-
letek. Soprési térfogat elddllitdsat 3+2 tengelyig haszndl-
nak sikerrel; ez esetben a hdrom illetve a mdsik kettd ten-
gely egyiittes szinkronizdldsa nem megoldott.) Mindazon-
altal a kapott feliilet nem nevezhetd tilsdgosan bonyolult-
nak: a 2. dbrdra pillantva ldthatjuk, hogy az dltalanosan
haszndlt mardszerszamok soprési térfogata barmely irdny-
bol legfeljebb 1-2 takart feluiletréteggel rendelkezik az anali-
tikusan feldolgozhatd hosszisagu szerszampélya-szakaszok
esetében. Fontosabb tulajdonsdg viszont, hogy ezekben az
esetekben nincs olyan feliiletpont, amely ne ldtszodna leg-
aldbb egy olyan képen, amelyek a hdrom ortogondlis ko-
ordindtatengely irdnydbdl keriiltek renderelésre (eliilsG és

195



Tukora et al / LDNI alapii soport térfogat generdldsa

hatulsé feliileteket tekintve) - tehdt ezek a mélységi képek
a feliiletet lefré dsszes informdciét tartalmazzdk. Az djon-
nan kidolgozott térfogat-generdldsi médszer e mellett azon
tény felismerésén alapul, hogy az LDNI képek el6allitdsa-
hoz nem feltétleniil sziikséges geometriai hibdktél mentes
feliilettel leirt térfogat-objektum. A soport térfogat elalli-
tdsdban résztvev szerszam-feliiletszegmensek mélységi ké-
pekbe val6 renderelésénél ugyanis nem okoznak problémat
az egymadst metsz6 haromszog-lapok, mivel azok takart (igy
a soport térfogat feliiletén beliil esd) részei a mélységi vizs-
gélat sordn eldobdsra keriilnek.

2. dbra. Mar¢szerszam soport térfogata.

A kidolgozott eljdrds a fentieknek megfelelGen a kovetke-
zG6: A szerszdm hdromszog-alapi BRep leirdsa vertex puf-
ferben keriil eltdroldsra, a hagyomdnyos képalkotdsi mdd-
szereknek megtelelGen. A cstcsponti informdcidkon kiviil
eltdroldsra keriilnek a hdromszogek kozott szomszédsagi in-
formdcidk is, amint ezt a 4.0-ds illetve magasabb verzi6-
szdmui shader modellek lehetdvé teszik. A szerszampdlya-
szakaszhoz tartozo szerszim-koordindtdk és orientdciés vek-
torok ismeretében meghatdrozhaté a csicspontok mozgdsa,
igy a szomszédsdgi informdciok bevondsdval meghatdroz-
hatdak a soprési térfogat hatarfeliiletének képzésében részt-
vevd €lek (lasd 3. dbra). Ezen €lek egymds utdn kovetke-
23 helyzetébol a geometry shader segitségével alakithaték
ki a hatarfeliiletet alkot6 (4m egymadssal akdr metszésben le-
v@, tehdt nem manifold feliiletet képezs) lapok, amelyek a
multi dexel reprezentdciénak megfelelé hdrom ortogondlis
irdnybdl illetve ezekhez képes szembdl renderelésre keriil-
nek (0sszesen hat képet alkotva).

Az LDNI képek elso rétegét a fentickben kialakitott hd-
rom ortogondlis eliilsd kép adja. A tobbi réteghez hasznaljuk
fel azt a tulajdonsagot, amely szerint az dsszes feliilet-pont
megjelenik legaldbb egy képen a hatbdl. Azon pontok, ame-
lyek az eliils6 képen, tehdt az els6 rétegen nem szerepelnek,
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3. dbra. A soport térfogatban résztvevs élek meghatdrozdsa
(2D).

de valamelyik mdsikon igen, takart feliileten, tehdt valame-
lyik hatsébb rétegen helyezkednek el. Ezek alapjdn a hat-
sObb rétegek elddllitasdndl a kovetkezd mddszert kovetjiik:
a hatdrol6 lapokat tjra renderelve a pixel shader szakasz-
ban elvégezziik a feliiletpontoknak a hat LDNI képre torténd
projekci6jdt, és amennyiben az valamely médsik képen szere-
pel (vagyis a kép- és mélységi koordinitdi megegyeznek),
de a renderelési irdnyhoz tartoz6 képen nem, takart feliilet-
ponttal dllunk szemben. A képernySpontokra mélységi tesz-
tet végezve, az el6z6 rétegek pontjainak eldobdsdval, réte-
genként 1 renderelési ciklussal megkapjuk a soport térfogat
0sszes LDNI képét.

4. Eredmények

Amennyiben a soport térfogatot a szerszdmpdlya mentén
Osszegzett szerszam-térfogatok adjak, szimuldcios cikluson-
ként a szerszdm LDNI képeinek eldllitdsa (a vizsgalt egy-
szer mardszerszdmok esetén 1-1 réteg a hdrom ortogondlis
irdnybdl), valamint a dexelek és a szerszdm metszéspontja-
inak szdmitdsa torténik. LDNI-alapi soport térfogat elGéi-
litdsa esetén az adott szerszdmpdlya-szakasz végpontjaira a
szerszdm teljes feliiletének, a koztes pontokra csak a sop-
rési térfogat kialakitdsdban résztvevo feliiletszegmenseknek
(amely egy nagysdgrenddel kevesebb elemet jelent) rende-
relése torténik, jellemzden két réteg kialakitdsdval, tovab-
bé szakaszonként egyetlen metszéspont-szdmitds a dexelek
és a soport térfogat kozott. A mérési eredmények szerint
a szerszdmot vagy soport térfogat-feliiletet alkoté hdrom-
szogek szdmdnak alakuldsa nem befolydsolja donté mérték-
ben az eljards sebességét. Az LDNI rétegek szamanak meg-
dupldzdsa értelemszerlien megdupldzza a depth peeling el-
jérdsra forditott id6t. A soport térfogat elddllitdsdnak eldnye
egyrészt abbol adddik, hogy a metszéspont-szamitdsok szd-
ma drasztikusan csokken: a hivatkozott '*!!' demonstraci-
0s videdkon ldthaté megmunkadlds-szimuldci6 nagyjabol 230
ezer 1épésbdl dll, mig soport térfogat szamitds esetén - a
viszonylag egyenletes mozgdsnak koszonhetden -, egyetlen
szerszampdlya-szakasz akdr szdz szerszdm-poziciét is ma-
gdba foglalhat. Az eljards mdsik eldnye az, hogy a kicsiny
mértéki szerszampozicio-valtozds akdr egy nagysdgrenddel
is megnovelhetd a soport térfogat megndvekedett pontossa-
ga miatt.
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5. Osszefoglalas

A Pécsi Tudomdnyegyetem Pollack Mihdly Miszaki Ka-
rdnak Miszaki Informatika Tanszékén évek ota folynak az
dltaldnos céld grafikus hardverek gépészeti szimuldcidkhoz
1orténd felhaszndldsdra irdnyul6 kutatdsok. Kidolgozésra ke-
riilt egy GPGPU alapu anyageltdvolitds szimuldciés eljdrds,
amely kihaszndlja az 4j tipusi hardverekben rejlé képessé-
geket: a nagyfoku parhuzamositds lehetGségét és az egy egy-
ségen beliil torténd feladat-végrehajtds eldnyeit. Az eljards
multi dexel alapi objektum reprezentécion alapul, és egyedi,
LDNI alapi szerszaim-reprezentdci6t alkalmaz a vagasi szé-
mitdsok elvégzésére. Ehhez az eljarashoz kertilt kifejlesztés-
re a bemutatott soprési térfogat generdlé médszer, amely il-
leszkedik az alapprojekt GPU-kdzpontd megolddsaihoz, mi-
kozben tovébb javitja annak hatdsfokat.
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Abstract

This paper describes the methodology of a novel entertainment experience that combines the benefit of movie
quality film production with interactive capabilities available on the DVD version or over the Internet. Our system
is based on Panoramic Broadcasting (PanoCAST) that utilizes spherical video to capture the entire scene and
subsequently turn this footage into an interactive experience with the help of tracking and advanced interaction
modalities, including virtual-reality-on-demand. We present a case study on a short film based on Franz Kafka’s

Metamorphosis.

Keywords: Panoramic Broadcasting (PanoCAST), Interactive Film, Immersive Media, Virtual Reality On-

Demand, Virtual Human Interface.

1. Introduction

Entertainment technology, in recent years, has been increas-
ingly dominated by new forms of interactive experiences,
such as games, that harness the power of computing power
and place users in a world they control themselves. From the
perspective of entertainment computing this global phenom-
ena shifted high-tech interests away from traditional media,
most notably film, and created a new wave of opportunities
that focus on shared experiences and as a result on social me-
dia. To keep up its hi-tech appeal and unsurpassed visual and
production quality the film industry invested in digital cin-
ema > and most recently 3D movies. While these steps suc-
cessfully brought audiences back to movie theatres around
the world, the need to combine film, classically considered
as a passive experience, with interaction still remains a chal-
lenge.

We propose herein a methodology that combines the ben-
efit of movie quality production that result in a film pro-
jectable in theatres, with interactive capabilities invoked on
the DVD version or over the Internet. Our system is based

T Part of this work was performed while at MTA SZTAKI
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on Panoramic Broadcasting (PanoCAST) that during pro-
duction captures a spherical video of the entire scene and
delivers the above mentioned outputs simultaneously as the
result of the same production process.

The remainder of this paper is organized as follows: First
we briefly review panoramic broadcasting architecture our
current solution is based upon. Next we discuss how to bring
interaction to the realm of film without hurting the interest of
artistic expression followed by a description of advanced in-
teraction modalities. The methodology to turning panoramic
film into a truly interactive experience using tracking and
clickable content is followed by a brief case study and our
conclusion.

2. PanoCAST - A Novel Architecture for Interactive
Entertainment

PanoCAST or Panoramic Broadcasting ° is a technology
originally designed to deliver telepresence-based entertain-
ment services over the Internet or mobile networks and
thereby allow viewers to experience the very feeling of be-
ing somewhere else from their physical location . The basic
concept of the architecture is as follows: We first capture a
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stream of high fidelity spherical video (often called immer-
sive media) with the help of a special camera system with six
lenses packed into a tiny head-unit *. The images captured
by the camera head are compressed and sent to our server
computer in real-time delivering up to 30 frames per sec-
ond, where they are mapped onto a corresponding sphere for
visualization. The basic recording and server architecture,
then employs a number of virtual cameras and assigns them
to each viewer thereby creating their own, personal view of
the events the camera is capturing or has recorded. The mo-
tion of the virtual cameras is controllable via TCP/IP with
the help of a script interface that assigns camera motion and
pre-programmed actions to key codes on the mobile device.
The host computer then generates the virtual views each user
sees and streams this information back to their location us-
ing RTSP protocol. This concept is demonstrated in Figure 1
in the context of a rock concert. The spherical camera head
(left) is placed at the remote site in an event where the user
wishes to participate. The camera head captures the entire
spherical surroundings of the camera with resolutions up to
3K by 1.5K pixels and adjustable frame rates of maximum
30 frames per second (fps). These images are compressed
in real-time and transmitted to a remote computer over G-
bit Ethernet connection or using the Internet, which decom-
presses the data stream and re-maps the spherical imagery
onto each viewer’s display device locally. The key idea be-
hind the PanoCAST architecture, as opposed to just simply
streaming the entire spherical video, is to distribute “just-
in-time” views created by the virtual cameras. This forms
the foundation of the proposed interactive film technology
as discussed in the following sections.

3. Film vs. Interactive Experience - Retaining Artistic
Intent

For many directors, photographers and camera crew, infer-
action is a word that goes against the artistic intention of the
creators. Specifically, the very concept of a frame that can
guide our eyes to bring our attention to the smallest details
as well as showing sweeping overall views that spur engulf-
ing emotions, allow artists to include what is of momentary
interest and exclude everything else. By this definition re-
ality is “boring” and artistic talent is precisely what allows
us to focus us on what is truly important. If we simply al-
lowed viewers to look around (interactively) how would this
be possible?

To answer this challenge one is required to bring inter-
action into the picture without interfering with the artistic
process itself while still serving the underlying message of
the creators themselves. To achieve this goal we set up a two-
stage production where in the first leg we record the entire
film sequence using a panoramic video head but used almost
as if it was a regular film camera aimed directly at the scene.
The camera crew watches the output of one of the six cam-
era modules to see the composition and the action, but in the

Figure 1: The PanoCAST pre-visualization and editing sys-
tem uses MIDI-channels to control a set of virtual cameras
with the help of physical controls. Upper: The spherical im-
age mapped shown from outside with the virtual camera in
the center. Center: Six independent camera views of the same
scene shown on the left. Below: KORG Nano Kontrol used to
direct multiple virtual cameras and edit key frames.

second leg, during post production, we sit down with them
again to create a second pass using virtual cameras placed in-
side the spherical film itself. It is at this stage where the final
shape and look of the film takes place. By aiming the vir-
tual camera at different portions of the spherical recording,
changing the field of view and moving the virtual camera the
director decide upon the final imagery that will eventually be
rendered in high resolution (4Kx4K frames) to be finished in
the film lab and printed on film. Due to the spherical nature
of the recording, however, if needed the field of view may
be extra large thereby introducing new visual ways of repre-
senting scenery or the emotional as well as the mental state
of a character. The result is stunning imagery that is iconic
and instantly recognizable, yet it can be projected in theatres
using the traditional channels of film distribution.

During a film shoot the neither the director nor any mem-
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ber of the staff are present on the scene. Only a remote con-
trolled robot moves the camera and interacts with the ac-
tors. Thus, to see how good the take was, on-set the direc-
tor uses a virtual reality HMD to place himself in the scene
and to see if he/she got what wanted from the actors. This
pre-visualization tool is based on the Virtual Human Inter-
face (VHI) module of the system !. Off-set, during post pro-
duction, the director works with physical camera controls
(KORG Nano Kontrol) that use MIDI interface to communi-
cate camera commands to the rendering system (see Figure
1). This allows natural interaction and quick review of the
different visual possibilities offered by the PanoCAST sys-
tem. While in most cases the panoramic camera was moving
constantly on the set with the help of a remote controlled
robotic camera (see sections below), in some instances the
entire output of the spherical lenses was used to produce the
final shot. This is demonstrated in Figure 2 showing how the
final scene, called “bubble sequence™ in the film was made.

Figure 2: Creating the “bubble sequence”. A static cam-
era surrounded by actors (upper left) was used to create
a stretched full circle panorama image (center) and sub-
sequently mapped onto the surface of a deforming sphere
through the wall of which the camera passes (below) to re-
veal the soap bubble floating in space (upper right).
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To create an immersive interactive experience using the
same panoramic footage that complements the film and pro-
vides additional insight we created a spherical video player
that may run on a computer installed locally or accessible
via the Internet 3. In this mode viewers are allowed to control
camera parameters interactively and individually thereby ex-
ploring the content of the film in a different manner. How-
ever, to represent the original concept and the artistic in-
tention of the creators the same virtual camera track used
for rendering the movie version is retained in the interactive
mode as the default behavior of the viewer. Thus, in passive
mode, i.e. when viewers do not want to take control they see
exactly how the film was originally meant to be seen, yet
when they decide to turn their attention to somewhere else,
they can literally “enter that world” and feel as if they are in
the very center of the action .

4. Using Real-Time Computer Graphics to Create
Spherical Visual Effects

To turn the original panoramic footage into the scenes re-
quested by the director, we used computer graphics tech-
niques to map the spherical space onto the image plane. As
an example, many times the director and/or the viewer needs
to view entire panoramic image on one stretched screen. In
this case the full panoramic image may be mapped onto a
plane, where the X axis will be line of latitude, while the Y
Axis will be line of longitude, much similar to the process of
creating a flat map (Figure 3). This method is called in car-
tography: the Plate Carrée (“plane square”). After this trans-
formation the lines that are straight in the real world will not
be straight lines, but rather lie on a sinusoid. Another prob-
lem was that instead of a true spherical coordinate system, in
fact our camera module produces overlapping patches (see
also Figure 4). Thus, for our case, when using this trans-
formation we had to pay attention special attention not to
introduce artifacts that disturb the visual results.

Figure 3: Basic configuration of mapping a spherical image
onto a plane.

As mentioned above our panoramic system contains 6
cameras, thus 6 separate images are received from the
recording system, each mapped onto a different image patch.
When we want to assemble these images to a full panoramic
image, we must solve some basic problems. First, as the fo-
cal point of each camera is not the same point in 3D space
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(i.e. having a larger set of overlapping fields of view to avoid
dead space), the compositing of requires blending. As we
have no prior information on distances, objects with an in-
finite distance from the camera would have sharp and per-
fectly matched images in the overlapping areas. However, in
real life, the images on each camera patch do not match cor-
rectly due this different focus point. This is eliminated by
edge-blending to reduce sharp artifacts. The second problem
is internal representation. The raw data from the camera head
is a set of 6 separate image streams. If only the combined
“stretched” image is stored once the above defined mapping
took place, it In other words the neighbors of any pixel are
only those pixels, which are next to it on the final space. On
the other hand, this encoding has a huge drawback as well;
namely that the pixel density is not balanced. At the poles
the density is much higher than on the equator. Of course,
if the texture is to be used only in stretched mode it will
not make any difference. But when it is used on a zoomed
sphere it will cause visible artifacts - longish looking pixels
near the poles. Moreover the storage from a graphics pro-
cessing point of view is not ideal due to this unbalanced pixel
density. Avoiding the pixel density problem, the stored im-
age may be stored as a cube map. The pixel density will be
well balanced. However, in this case there is another prob-
lem: artifact on the edges of cube, if the images are stored in
any compressed format. We use long timing videos, thus the
compression is necessary. The compressor has no knowledge
of any information regarding pixels on the edges, therefore
it creates an unwanted line at the edges of cube. To con-
clude, we found that the best way to store the images, was to
keep the original six raw camera images and composit them
as a 2x3 layout. During rendering these images are blended,
without any artifact. The pixel density is also balanced.

Based on the above arguments in our visualization system
the composition of the final spherically transformed image
happens in real-time at the rendering phase. If we want to
use only the stretched image, the final image can be ren-
dered with a simple pixel shader. In this case the render-
ing is essentially a ray trace algorithm. To implement this
functionality we need only a look up table encoding cam-
era identifiers (IDs) visible for a given direction. This table
can be stored in a cube map, thus the camera IDs can be
readily accessed. Clearly, in any one direction there can be
a maximum of three camera images. For blending them we
also store there the alpha values for each camera. Thus, each
pixel of this cube map contains 3 UV coordinates and one
alpha value. UVs must be float at least two 16bit one, while
alpha can be 8 bit integer. The best case stores one pixel
of the look up table in 9 bytes. As the cube map resolution
must be high, this requires rather large storage and heavy on
resources. Our aim is that this system can be executed on av-
erage computer. Another way to render the panoramic image
is using the geometry itself. The solution requires only the
geometric representation of the camera patches and an alpha
map that contains the blending information we need. The

resolution of this geometry is very important for transforma-
tions and producing a high quality final image. As mentioned
the flattening or “stretch” algorithm transforms straight lines
onto curves. If the resolution of the core geometry is not
high enough, after the transformation the lines will easily
become fragmented. On the other hand this solution is very
simple and the resolution can be easily decrease for lower
performance computers.
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Figure 4: Different configurations of the flattened/stretched
sphere showing the individual patches in wire frame mode.
(Top - Sideway, Center - Upright, Bottom - General direc-
tion)

The above briefly introduced “final” stretching algorithm
we used in this film is based on a transformation from 3D
polar coordinate system to 2D. This is illustrated in Figure
4. The six camera overlapping patches of the camera images
are shown in different configurations (Sideway, Upright, and
General Direction). The white circular area corresponds to
the minimal-size “blind spot” of the imaging system. A crit-
ical advantage of this mapping is that it does not explicitly
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take advantage of the geometric shape, as it transforms tri-
angles into other triangles. Therefore the pole and latitude
cutting edge can be easily changed via a 3D transforma-
tion matrix on the geometry. Each vertex is transformed us-
ing this matrix and once the longitude and latitude values
are calculated it is displayed as part of the final image. The
only rendering problem involves those triangles at the cut-
ting edge and the poles that fall apart. This simply happens
because some of its vertices fall on one side, while the rest
of them to the opposite side. Yet, hese triangles are easily
detected. In our application there are many triangles, which
are split by this cutting edge. To detect them we use the ob-
servation that in the stretched domain the latitude of a trian-
gle should not be more than 180 degrees. Furthermore 180
degree value can only occur only the case if the triangle con-
tains the center point of the transformation. Thus, these split
triangles are detectable using the latitude values. Having de-
tected these degenerate triangles we create two independent
polygons along the cutting line. In most cases this results
in one triangle and a quad, thus there will be 2 additional
triangles. On the other hand to find the new vertices and to
detect the special cases causes computational overhead that
may slow the rendering system down. To avoid this critical
bottleneck we found yet a simpler way, by duplicating the
cutting triangle and placing it both sides simultaneously (i.e.
there will be one at the left side, one at the right side). The
vertex, which is on the other side, is added or subtracted 360
degree to lateral to get the required vertex. As a result, with-
out any complex calculation the transformed image will be
filled automatically and the redundant part (more than 360
degrees) is eliminated when rendering the final image on the
rectangular screen.

5. Advanced Modes of Interaction - Virtual Reality on
Demand

The PanoCAST system offers several interaction modalities,
the first one of which is the viewers’ ability to freely look
around. While the film rolls the motion of a virtual camera
assigned to them may be controlled by each viewer inde-
pendently using the mouse, the keyboard or even advanced
game controllers, like the Wii or tracked orientation data ob-
tained from a head mounted display (HMD). It is this later
mode that virtually allows users to enter the film and feel
almost as if they were there together with the actors. The on-
line version of our system has been implemented in Adobe
Flash. To handle input streams from a variety of I/O streams
we created a tiny program (called VHI DeviceManager) that
upon installation connects to all available physical sensors
(see webpage for a list of supported devices °) and repre-
sents this information to the player for interactive purposes.
The simplest of this interaction is change in head orienta-
tion (i.e. looking around). More complex rules are defined
in a dynamics descriptor file that defines the onset and offset
of triggers via simple sets of rules and applies these rules
to the scene accordingly. Triggers may detect simple click
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over a region of interest in the image (see section on Click-
able Content) start events and even physical simulation to
seamlessly integrate animated 3D models into the original
recording.

Therefore we argue that the infrastructure that forms the
basis of on-demand virtual reality and novel forms of in-
teractive entertainment over the Internet as well as on mo-
bile platforms already exists and may be utilized to create
interactive films (Figure 5). Specifically, with the advent of
low-cost computer accessories, peripheral devices and even
HMDs with built in trackers that cost below $500 '” inspired
by and deployed in the use of VR offers more intuitive in-
terfaces and applications areas than ever before 7%. Thus,
our Panoramic Broadcasting system combines three key ele-
ments which, a new form of interactive film that advances the
state-of-the-art and radically changes the way we entertain
ourselves and consume media. We extend the boundaries
of video-on-demand to Immersive Intreactive Reality (IIR)
where not only the content, but also the personalized point
of view of the user may be changed interactively. Moreover,
we move away from 3D models and traditional VR and use
i) spherical film in combination with ii) tracking technol-
ogy to create Clickable Content, and iii) physical simulation
for advanced interaction. This is the subject of the following
section.

Figure 5: User experiencing full VR immersive interactive
reality programming over the Internet using our PanoCAST
player, VHIDeviceManager, and built in Physics Engine im-
plemented in Adobe Flash.

6. Clickable Content and Tracking Interface

To make interactive film more exciting and appealing to
large audiences a set of extra features needed to be devel-
oped that offer more than just the mere ability to look around
and being in the center of the action. First, we wanted to al-
low viewers to learn more about the film itself, being able to
click on actors and recall the role of that character, the plot
itself ort any other linked information that may be of value
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Gregor's family and nis boss who came for him fram the office
keep knocking but be is unable to open the door ...

(Prayiews and more about this fim)
(xabala)
e ——

Figure 6: Left: On-line tracking interface to create clickable content and manage callouts in multiple languages. Right: Callout

editor interface, below Callout as shown in the application.

and interest. To do this, we developed a pipeline to produce
what we call Clickable Content (CC).

In simple terms CC means that whenever the user clicks
on the scene the rendering engine “fires a search ray” from
the viewing camera and orders each visual elements as a
function of their distance along this ray to find the closest
one. Then the algorithm returns the object’s name, the exact
polygon it is intersected at, and the texture coordinates of
the intersection point itself. This information allows the sys-
tem to assign high level actions, such as displaying a call-
out image and/or text message when clicking on an object
of interest in the interactive film or alternatively to direct-
ing the user to a website where further information may be
found. For easier handling individual texture coordinates can
be grouped by regions and tracking algorithms are used to
annotate each element of the scene during a broadcast. The
final output of such algorithms is a set of tracked regions
with actions, visual and text information and web pages as-
signed on each of which PanoCAST viewers can click on
during a film show and learn more about the event or simply
educate themselves.

Tracking may be difficult as lighting often changes dras-
tically, thus features do not necessarily retain their low level
image characteristics. In addition, tracking on the live plate
is also hampered by the slow frame rate (25 fps for film)
and the fast movements characteristic of the particular film
we at hand. Furthermore, since both the Panoramic cam-
era as well as the actors may move in any given scene, we
needed to combine automated tracking to insert key frames
and filter the motion of touch-sensitive panels with post-
production tools to correct the output of these algorithms ©.

Low-level tracking was implemented using a variety of al-
gorithms including region-based tracking algorithms, such
as normalized correlation, texture-based trackers, and opti-
cal flow-based estimators. As mentioned above, due to the
lack of stable image context low-level trackers exhibit seri-
ous limitations in a real-world environment therefore the use
of higher level implicit structural models always requires for
accurate registration. In our case, what makes this process
possible is the large tolerance to errors, as our goal is not to
track the tiny details of each actor, but rather to create pan-
els (generalized rectangles) that cover large areas and move
along with the actors. So to overcome these problems a hy-
brid tracking algorithm is used to combine the advantages of
each low-level method while minimizing the overall sensi-
tivity to noise and variations in imaging conditions. We start
with a Point Tracker and adaptively select the best method
for each tracking point in a given frame in the region se-
lected by an operator. The image is then processed multiple
times and the results are integrated, minimizing the error and
creating a smooth transition.

One advantage of tracking in a panoramic video is the sys-
tem’s ability to keep objects of interest always in the center
of the camera. In other words, when following a single point
in the scene, the context and window size in which the track-
ing algorithm operates is kept constant by moving the virtual
camera’s target proportionally to the displacement measured
on that feature. In other words, the when the raw tracking al-
gorithm outputs a displacement in pixel space, that informa-
tion is mapped onto the 3D geometry of the spherical video
and its relation to the virtual cameras relative geometric ar-
rangement and the target of the camera is displaced such that
the feature being track remains is brought back to the center
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of the image. As the process continues this allows our solu-
tion to employ larger than usual tracking windows without
explicitly loosing context around the edge of an image.

The output of this process is a set of “invisible” panels
the viewer may click on to get access to more information.
Tracked panels are named and as such they may also be se-
lected from a list and used to follow any given person or ob-
ject with the help of the virtual camera. When selecting this
mode viewers may enjoy looking always at the same actor or
actress irrespective of the original camera track. Finally, we
briefly mention that the Internet version of our system sup-
ports a multitude of Community features as well, thereby al-
lowing on-line users to discuss and share their experiences.
As an example, a Chat interface was created based on the
scene the viewers are looking at and general statistics on
camera moves, clicks and interaction data is collected anony-
mously for subsequent analysis and user characterization.
By recording this information it also enables the system to
generate a novel camera track that reflects what the majority
of on-line viewers were most interested in to look at. This
voting scheme or similar alternatives may also be used in
large venues during interactive presentations of the film it-
self, thus maintaining the original concept of the artists but
bringing an element of audience participation in as well.

Figure 6 shows a screenshot of the tracking interface and
callout editor in on-line mode. With the help of these tools
production staff may track visual elements on-line, review
and edit keyframes and assign callout information in mul-
tiple languages. When viewers view the same scene, a tiny
hand appears discretely above clickable areas encouraging
them to learn more if interested. Once these tracks are added
they may be referred by name and viewers can direct their
virtual camera to follow e.g. “Greta™ in all scenes. For more
details the interested reader is referred to 3 or for a similar
interactive cultural application ''.

7. Kafka’s METAMORPHOSIS - A Case Study

To validate our concept of interactive Immersive Interactive
Film we produced a short film based on Franz Kaffka’s fa-
mous story, Metamorphosis 3. The original novel tells the
story of a traveling salesman who one day waking up finds
himself turned into a insect '>. While the spherical nature
of the camera head is ideally suited to the subject of the
film, the key challenge we first faced was to maintain an ex-
tra large field of view while excluding everything unwanted
in the picture. More specifically, because panoramic video
records and maps the entire 360 scene with only a minimal
blind spot, production crew, lighting and stuff, even the di-
rector needed to remain hidden entirely.

To achieve maximal visual coverage and also to create an
extremely low- angle view of the set as envisioned from the
insect’s first person perspective, we devised a remote con-
trolled robotic camera platform that was directed and pro-
grammed to interact with the actors. This is demonstrated in
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Figure 7. The recording system (shown on the left) was con-
nected wirelessly (via WiFi) to a hand help computer (ASUS
R2H Ultra Mobile PC) that in turn controlled the motors and
sensors of an IRobot Create platform the camera head was
mounted on (right). Using the UMPC'’s touch screen driv-
ing the robot became a simple task. We also enabled the
camera system with macro capabilities, frequently used to
“teach” the robot a series of actions to carry out without
human intervention. As an additional convenience we also
included a Wii controller, that was connected to the UMPC
and the robot via a Bluetooth link, the accelerometers and
programmable buttons of which offered further convenience.
As an example, by simply tilting the Wii in one or another di-
rection, the robot and thus the camera would start to move.
The key features of this programmable camera interface are
shown in Figure 8.

8. Conclusion

The powerful graphics capabilities of portable devices in
combination with and high-bandwidth connectivity over the
Internet provide a novel opportunity for new forms of inter-
active entertainment in general, and virtual reality in partic-
ular. In this paper we described a novel content production
and distribution architecture for Immersive Interactive Film,
called PanoCAST, that is capable of simultaneously produc-
ing a traditional film sequence and turn that same footage
into an interactive experience for DVD or on-line viewing.
The system employs panoramic video as a starting point
and create clickable content with the help of feature track-
ing to turn every element of a panoramic film scene into a
link for further information. Computer Graphics tools were
used to create special spherical effects that represent a new
and iconic (i.e. instantly recognizable) visual quality to the
entire film sequence. We discussed the details of this archi-
tecture and demonstrated how it is used in the context of a
film project. Based on our results and the production expe-
rience we argue that a interactive film and as it relates to
virtual reality represents a viable path to produce engaging
and immersive media content and as such it may serve as the
foundation of new generation media.
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Figure 7: Remote controlled robot camera used to record the panoramic videos for the Metamorphosis (see text for details).
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Abstract

Based on our research, the Self Affine Feature Transform (SAFT) was introduced as it extracts quantities which
hold information of the edges in the investigated image region. This paper introduces how SAFT can be used to
match interest regions of photographs. Preliminary test results are presented, which show that the performance of
SAFT is close to the Scale Invariant Feature Transform (SIFT), while being computationally faster and mathemat-
ically more attractive. We highlight how SAFT can be tuned/modified for better performance.

Categories and Subject Descriptors (according to ACM CCS):

1.4.7 [Image Processing and Computer Vision]: Feature Measurement

1. Introduction

This article investigates the operation of the Self Affine Fea-
ture Transform (SAFT) on photographs, it focuses rather on
matching details of photographs than analysing how geomet-
ric information is extracted form drawings. SAFT was intro-
duced in [13].

SAFT can be effectively used to match similar details in a

Figure 1: Typical input images
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transformation invariant way. This property is the main con-
tribution of this paper. The comparison of SAFT as a feature
matcher with the widely used detectors as SIFT [7], MSER
[9], GLOH [12] and SURF [2] will be shown in a longer
article. This paper contains only a very brief comparison to
SIFT.

The introduced methods are robust, although the sensitiv-
ity against windowing phenomena cannot be neglected.

1.1. Sections Overview

Section 2 describes related work in this field. Section 3 gives
the theoretical background of the SAFT detector together
with formulations how to calculate it and transform it be-
tween coordinate frames. Section 4 introduces how SAFT
can be used for matching details on photographs. Section 5
compares the Scale Invariant Featre Transform (SIFT) and
SAFT from theoretical and experimental point of view. Sec-
tion 6 shows how the introduced methods can be extended
to color images.

1.2. Nomenclature

To distinguish from scalar variables, bold lower-case letters
are used for vectors (v) and bold capitals for matrices (M).
Vectors are column vectors by default, row vectors appear as
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transposed columns. Kronecker product is notated by &. Ho-
mogeneous quantities are denoted by subscript p, which is
very useful during the implementation of algorithms work-
ing both with homogeneous and raw coordinates. Cy, and Sg,
will refer cos(o) and sin(ct) respectively, where o is an ar-
bitrary rotation or angle.

Let us consider the function f(x) over the domain S, x € §
(both f and x can be column vectors or scalars). The term I
is the homogeneous p range-, domain- or range-domain-
moment of f is defined by:

I= / [V(l")} [v(x)T 1] ®@g(x)dS,

where {v(x):g(x)} can be one of the following: {[f(x)];1},
{[x]:f(x)} or {[f(x) x]; 1} respectively.

Notice that the Kronecker product (®) usually simplifies
to multiplication by scalar, except for domain-moments if f
is vector valued. Range-moments represent function value
histograms, while domain-moments represent the distribu-
tion of functions on the input space.

The image /(x,y) is integrated according to the weight-
ing function wy (x, y) on the domain A. Image derivatives are
in vector g(x,y). The : (colon) operator appearing in matrix
subscripts denotes MATLAB®, OCTAVE® style multiple
indexing.

There is a quick reference in the appendix about the fre-
quently used variables.

1.3. Positioning SAFT in the Image Processing Era

The Self Affine Feature Transform shows an interesting view
when compared to other IP methods. It can be positioned
among Transformation Invariant Features, since it has many
similar properties, thus it can be used to solve similar tasks.
However, SAFT can be used to extract exact geometric in-
formation too, thus it can be positioned for example among
classic corner detectors, etc. These abilities of SAFT are due
to the fact, that the calculation of the feature is based on
geometrical definitions and is done by the tools of calculus
and linear algebra. In certain situations, it can also be used
to substitute the Hough transform. Due to the above written,
SAFT cannot be positioned unambiguously among existing
image processing algorithms, it has a lot of application areas.

2. Related Work

Many existing techniques (for example Edge detectors, the
standard and generalised Hough transform [19], interest
point detectors [10], [5], [17], and feature descriptors) can
solve only a subset of the image processing tasks that SAFT
can solve, and vice versa. Many similarities can be found in
the formulations how the usual methods and SAFT works.
Each of these similarities gives us an other viewing point of
the SAFT matrix M, and the information enclosed in it, see
(8).

2.1. Relation to Classic Detectors

SAFT is related to classic corner detectors. The 2 x 2 sym-
metric matrix C = ggT (g is the image gradient) used by the
Harris [5] and by the Shi and Tomasi [17] corner detectors
also appears in the 6 x 6 SAFT matrix M, see (8). This will
be explained later in Section 3.4.1

There is also a similarity in the formulation of SAFT and
affine shape adaptation [1], [11]. SAFT contains more infor-
mation and changes during affine transformations in a more
complex way. The philosophy of affine shape adaptation can
be combined with SAFT, but one has to take into account
that the computational requirement of SAFT is higher than
that of simpler methods, thus considerable less iterative steps
can be afforded.

2.2. Transformation Invariant Features and SAFT

Transformation invariant feature descriptors are also related
to SAFT. We have to highlight SIFT [7], MSER [9], GLOH
[12] and SURF [2]. They are used to match details of pho-
tographs via the comparison of the distance of feature vec-
tors. This paper contains a very brief comparison to SIFT in
Section 5. The SIFT descriptor builds gradient histograms at
characteristic positions of the investigated detail. The result-
ing 128 dimensional parametervector is compared elemen-
twise during matching. Speed up Robust Features (SURF)
was inspired by SIFT, it uses many simplifications. The re-
sulting parameter vector’s length is 64, but the authors tested
many options regarding parameter vector size, these are re-
ferred as SURF-36, SURF-128, for example. Gradient Loca-
tion and Orientation Histogram (GLOH) builds statistics of
image derivatives over a polar grid. gradients are collected
into 16 orientation bins at 17 different locations. The result-
ing 272 dimension descriptor was analysed with PCA over
47000 images, and the most important 128 dimension was
kept in the final descriptor. Maximally Stable Extremal Re-
gions does not descends from SIFT. It operates based on the
intensity image and finds regions which are stable against
continous geometric and monotonic intensity transforma-
tions.

2.2.1. Invariant Moments

SAFT is also related to Affine Moment Invariants [3], [16]
and to Color Image Moments [18]. The highest order mo-
ment utilized in SAFT is the 2"9, while the others use higher
degree moments also. Affine Moment Invariants use only
moments calculated over the intensity image, while Color
Image Moments over the multichannel image:

Mf_\'}m _ /Xi)‘ijG]BmdA,

where R(x,y) is the red channel of the image, for example.
In contrast, SAFT operates on the gradient images, see (10).
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2.3. SAFT and the Lucas-Kanade Detector

Relation of SAFT to the Lucas-Kanade (LK) detector is es-
sential, since both the formulation of SAFT and it’s basic
idea descends from the affine LK detector. Already the first
paper of Lucas and Kanade [8] suggest the affine extension
of their method, to determine the infinitesimal affine trans-
formation between two similar portion of images.

3. Basic Relations of the SAFT Detector

SAFT was introduced by describing the invariance of an
image to different affine flows [13]. This invariance can be
computed by the affine LK detector.

3.1. Affine Flows: Definition

The basic formulation of the SAFT feature comes from an
image’s invariance against infinitesimal affine transforma-
tions. Infinitesimal affine transformations will be referred as
affine flows, which satisfy that the local velocity depends lin-
early both on homogeneous position and on flow parame-
ters:

-

v=Q-pu=[pn ®hx2| q (1

where v is 2 x 1 column vector of local velocity, Q is 6 DoF

2 x 3 parameter matrix, p4 = [x y 1]7 is 3 x 1 homogeneous

position and q contains the elements of Q in column-major

order, thus q is the parameter vector. It is possible to give an
alternative definition:

o e T A

v=[hx2®pH |-4, 2

with reversed order of Kronecker product, where § contains

the element of Q in row-major order. All matrices descend-

ing from this alternative definition will be notated by hats (7).
Q will be decomposed as

- 7v Sx Ty Ix |f . Q
o=F =2 a=[] e=[, ] ®
The elements of F is collected to f in column-major order
(f: Is.t Ty Ix Sy]T)-

3.1.1. Coordinate Transformations on Affine Flows

We can describe the same flow in coordinate frames A and
B. which have the relation:

Rpa -CBA] @

PHp = THpaPHA: THpa = [O 0 1

where Rpy is not necessarily orthogonal. The transformation
rules for Q and q, q are

Qs = RpaQaThis.

a5 = Spada.Spa = Thgs O Rpa &)

Q4 = Sasas, Sap = Sia
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Spa = Rpa ® Tujgs, 4 = Spada (6)

The transformation S (and §) are unitary, if and only if the
affine transformation encodes rotation and scaling around
the origin.

3.2. Algebraic Background of the SAFT Descriptor

The formulation of SAFT originates from the affine exten-
sion of the LK detector, thus we describe the essential equa-
tions of the LK detector (with the notations of this paper)
and then give the definition of SAFT.

3.2.1. Formulation of the Lucas-Kanade Detector

The generalised LK detector can determine the linear param-
eters of the optical flow between two images. The gradients
and difference of these images are used in the calculations.
The detector integrates quadratic error functions of flow pa-
rameters arising from the squared equation error of linear
constraints against local flow velocities. Thus, the affine ex-
tension determines a quadratic cost function on the param-
eter vector q. The primary output of any LK detector is the
homogeneous quadratic form of the reprojection error’s de-
pendence from flow parameters.

Usually, the extensions of the LK detector assume that
v(p), the local flow velocity depends on planar position p
and linearly on flow parameters q.

v(p) = L(p)q (7
In the standard detector Lgrp(p) = Ioxa. qsrp = [t ty]".
The affine extension can use for example L = pHT ®RIxx2
and q = [sx ry rx Sy & t_\v]T. The LK detector integrates
squared reprojection error at image points:

2]

e = [ (v(p) ep) — Al(p)) w(p)aA

where Al(p) is the difference between the two images at
point p, g = VI(p) is the (averaged) gradient of the image(s),
and w(p) is the applied windowing function. This results

ol

m ﬂ ‘/ [L(_pi;(gg))] [g(p)"L(p) —AI(p)] wdA.

Minimising this error leads the relation qop

argmin(e*(q)), Qopr = —M'n, but the full informa-
tion extracted from the images is carried by M and n.
Usually only the solution of the above equation is returned
by the LK implementations. As described above, we are
interested in the linear constraints against this solution, so

we will use the full information encapsulated in matrix M.
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3.2.2. Calculating the SAFT Descriptor

The LK detector assumes that two, slightly different image
will be analyzed to determine the optimal optical flow be-
tween them. However, all equations and assumptions remain
valid if we feed the same picture to the detector instead of
two different images. Why would one do so, as it is obvious
that the optimal solution is the zero flow,asn = 0= qop =0
in this case? The reason is, that we want to investigate, how
does the reprojection error depend if we disturb flow param-
eters around the optimum qopr = 0.

M= [ (ph2g)(pn@g) wdA (8)

N = / (g2 py) (g2 pr) wdA

The matrix M (and M) will be block symmetric with 18 in-
dependent elements and positive semi-definite. The squared
total error can be expressed as:

Ja / e(p)*wdA = q'Mq = §'M§.

Prior to measuring gradients a pre-processing convolution
filter is used. A Gaussian bell is applied with parameter G ;.

3.2.3. Coordinate Transformations

The behavior of the algorithm depends on the chosen coor-
dinate frame. The dependence is the following:

Mp = SisM,Saz, Mg =SisM,S,s 9)

where S, and §AB are the same as in (5) and (6).

3.3. Normalising Flow Strength

As flows with parallel vectors of different flow strength
(q2 = ¢q, ¢ € R) result different self-affine errors (e% =
cze$) proportional to c, flow strength should be normalised.
To do so flow strength measure has to be defined. The length
of parameter vector q is proportional to average squared flow
velocity strength in the investigation window if the window
is:

o disk with rpay =2

e Gaussian bell with 6 = /2, ryax > 1

e square with sides 21/3

e Hann(ing) window w = (1 + cos(m\/x2+y2/rmax)/2
with rmay = 2 - 1.4655

Choosing the window and the coordinate frame according to
the above ensures that any two flow parameter vectors with
the same length represent the same average flow strength.

Remark I: This condition is assumed in the rest of this
article.

The results above determine the optimal selection of the
coordinate frame versus the investigation window. There-
fore, the coordinate unit is defined relative to the size of the
window.

Remark II: In the following, the term unit (length)
will refer the coordinate unit resulting from the deductions
above.

3.4. Alternative Interpretations

This subsection gives alternative definitions of the intro-
duced entities and quantities. M also can be interpreted as
the homogeneous 2" domain-moment of ggT.

M= / [gg"] @ [prpH '] - wdA, (10)

Similarly M = [ [pypn'] @ [gg"] - wdA. The block symmet-
ric property is clearly seen on the above formulae. Although
M (and M) is the sum of Kronecker products, the spectral
decomposition theorem of Kronecker products [6] cannot be
utilized, since the required characteristics is lost during inte-
gration. Only the block symmetric property is preserved.

A 9 x 9 extension of M can be defined:
M* = /(pH PH') ® (g - gl)wdA

where gy = [gr gy 1|7 and I is the image intensity. g can also
be extended as gy = g gy 1]". In this case the lower right
symmetric 3 x 3 block of M* describes only the shape of the
interest window itself, not its contents.

3.4.1. Decomposition of M and M

The 18 independent elements of M can be compressed by
the decomposition:

NI — M. M“-y _ 1 [GK +Ge Gg
M.y, My, 2 Gy Gk — Gc¢

(1)
where Gk, G¢ and Gg are symmetric, and G is the homo-
geneous domain-moment of the squared gradient magnitude.
GK = (M-U+M_V_V)7 GC = (MX-\' . M}'}')v GS = (M.r_\' +Mu)

Each of this 3 x 3 symmetric matrices can be decomposed
similarly:

| |8k H8&ic  &is  8ix
G = 3 8is  8ik —&ic 8iy
8ix 8iy 8il
where subscript i can be either K, C or S. These elements can
be arranged to:
%
m; = [gil( 8ic 8is 8ix 8iy gil] .

Hence we obtain 6 x 3 = 18 independent scalars to describe
M. Vectors mg, m¢e and mg can be enclosed to:

G = [mg m¢ myg] (12)

The 6 x 3 matrix G describes all information enclosed to M
(and M).
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Let C, the 2 x 2 symmetric matrix denote the lower-right
part of M:

C=M;s 65.6 (13)

C is frequently used in keypoint detectors, for example
in the Harris [5] and in the Shi and Tomasi [17] corner de-
tectors. It is also the fundamental output of the standard LK
problem, as ¢® = [t #y]Clty 1y] describes how sensitive is
the image detail against different translations. The sum of
squared errors of two uniform shifts in any two perpendicu-
lar directions can get by:

Exc = trace(C) = ei + ei,, (14)

which is the accumulated energy of the 'AC’ component in
the image.

C can also be interpreted as the 2" order component
of the gradient histogram (range-moment) of the image
(f ggT wdA), and hence:

Epc = gx1/2

3.5. Similarity transformations on G

If the SAFT feature is evaluated in the same region, but in
a different coordinate frame, which is scaled and rotated re-
spect to the original one, then S34. the matrix describing the
relation between MA and 1\71;; will be ortogonal. The ele-
ments in G change with coordinate frame scaling (c € R)
and rotation (o) according to the following:

G :[23(0‘) 0353
i 033 CZT;;%

Rq 0
]G,\zzm Tpa = [‘(,T“ l] (15)

1 0 0
M — [f“ }S“},zs(a): 0 G S
L * 0 _SZOL Cog,

This simple transformation rule is the reason, why we
chose representation G according to (12). Several rotation
invariant quantities can be found, for example gk g, gc;( +
gs;(. etc.

4. Matching features with SAFT

The 18 independent element of G was not found to be
enough for matching image details based on experiments.
These experiments localized interest windows by Lowe’s
DoG method [7]. Thus, the location and size of the win-
dows were fixed during the tests. However, the "wavelength’
(04iy) of the pre-processing Gaussian filter was varied dur-
ing the tests. These variation led us to the idea, to evaluate
G, the SAFT feature at different spatial frequencies.

We found 3 filters, which produced a SAFT feature-
triplet, that contained enough information required for re-
liable, robust matching. This gives a feature vector length of
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round e pnd 3Hd
rw, window radius 20 17 10
Gdif 0.25 1 2.8
Gint rw/3 rw/3 rw/3

Table 1: SAFT filter settings for resampling, differentiating
and integration for different rounds. All quantities are given
in resampled pixels.

54 elements, which is considerably smaller than the 128 el-
ements of SIFT. Table | shows settings for each member of
the feature triplet. These setting was found to perform the
best among those we tested, and preformed comparable to
SIFT. The test implementation used a preliminary scaling of
the diagonal of M by 1.5 before calculating G. Optimal scal-
ing of the elements in G was described in [14], which scaling
was not tested yet. Each 18-dimensional feature vector has
been normalised in the test setup. Other possibilities are nor-
malising the 54-dimensional feature vector, or dividing each
element by E4c,,, or by ¥ Exc,,- 1t has to be taken into
account, that larger 6,4;, values are resulting lower cut-off
frequencies, thus, the gradient magnitudes will be smaller.
One might apply the transormations:

/ /§ /
G]sl = G]sl, G?_nd — Gznd - G]sl‘ G}rd — G}rd - G'_ynd‘

The new descriptors represent different frequency bands,
which have gradient strength proportional to their medium
frequency. The 18 Dof descriptors therefore needs to be
scaled according to this effect, before combining the 54-
dimensonal descriptor.

Remark: 6;,, = /3 does not contradict to Gy =
v/ 2units, rather it defines the ratio of the optimal coordinate
unit to ry.

4.1. Optimal Rotation

One benefit of using analytical moments as feature descrip-
tors over histograms that several post processing steps can
be applied after feature evaluation. One such step is rotating
the feature descriptor according to interest window rotation.
Section 3.5 describes the algebraic relations in this case. This
setup has the advantage, that the rotation between two fea-
tures can be varied during matching, and an optimal rotation
angle can be found based on best matching candidate. Un-
fortunately, closed expression for optimal rotation can not be
found for general cases, however, the computational require-
ment of the exhaustive search for best angle alignment can
be decreased considerably.

Furthermore, during guided matching (this step is per-
formed if a preliminary registration has been acquired, and
the current task is to find best pair based on preliminary
hypothesis, [4]) the relative rotation between two matching
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candidates can be obtained from the preliminary transfor-
mation, and features can be considered pairs only if they de-
scriptor align when evaluated with the relative angle coming
from the preliminary transformation.

Determining optimal rotation was not tested during fea-
ture matching yet, we used the angles calculated by SIFT
during our first experiments. Our next paper will contain the
comparison of the two methods for determining the relative
angle of two similar feature.

5. Comparison with SIFT

This paper focuses on the SIFT and SAFT feature descrip-
tor calculation and performance. Interest window localiza-
tion was done in our test in the same way for each descrip-
tor. We used the codes of Andrea Vedaldi [20] for localizing
interest windows and extracting SIFT features. SAFT fea-
tures was extracted by our code. Run times will not be com-
pared, while the original code use C functions called from
MATLAB®, while our code is running on the interpreter.

In the following, we distinguish between the two main
steps of SIFT by using the expressions SIFT keypoint lo-
calisation and SIFT descriptor calculation.

5.1. Computational requirement

With the current parametrization of SAFT, calculating one
SAFT descriptor takes more operations than calculating one
SIFT descriptor. However, due to the shorter parameter vec-
tor, SAFT becames faster if the computational requirement
of exhaustive matching is also considered. Suppose, that for
n images one would like to match each image with m other
images, while having 4 descriptors in each image.

Feature extraction time is proportional to n-d while
matching time is proportional to n'm~d2/2 If m =3 and
d = 2000, the advantage of SAFT to SIFT is 888 million
mul/add operations per image during matching, while the
disadvantage during feature extraction is approximately 150
million simple operations per image.

Remark I.: SAFT does not use transcendent functions
during feature extraction, while SIFT uses aran2() and
sqrt(). Remark IL: The computational requirement of
SAFT during feature extraction might be lowered by tuning
certain parameters.

5.2. Invariance

The affine invariance of SIFT descriptor is limited, but is re-
ported to be robust enough for matching rotated 3D objects
[7]. This invariance is due to the gradient histogram bins,
which give very similar results for slightly distorted image
content. The affine invariance of SAFT comes from the an-
alytical evaluation. In [13] and [15] it is highlighted, that

the SAFT matrix encodes image information in an affine in-
variant manner. Any SAFT feature can be post processed as
it were evaluated in a different coordinate frame (9). Thus,
the descriptor itself is analytically invariant against transla-
tion, rotation, scaling, affinity and shear. However, this in-
variance of SAFT is weakened due to the used differentia-
tion and integration kernels and the used SIFT feature local-
isation code. Thus, the whole algorithm is absolutely robust
against rotation, scaling and translation, and slightly invari-
ant against affinity as in the case of SIFT.

We observed the effects of all phenomenon described
above during our tests. We did not find any of the two fea-
ture considerably superior in invariance against affinity and
spatial rotation of objects when they was used to match pho-
tographs. However, the formulation of SAFT has undiscov-
ered possibilities to extend the algorithm to be more robust
against the mentioned effects. For example, during guided
matching, (9) can be applied to compare features in coordi-
nate frames according to the preliminary, locally affine ge-
ometric transformation. This method could be extended to
modify the integration window also.

5.3. Extracting geometric information

SAFT is able to extract various geometric information from
image details, if the detail consists of a few colored areas
bounded by analytical curves. This ability of SAFT is de-
tailed in [13] and [15]. It can find the followings by closed
expressions: equation of conic sections, vanishing point of
convergent lines, circles which fit best to image curves, etc.
As C can be reproduced from the SAFT feature, it can be
used, to determine the uncertainity (or covariance) of the ob-
served position of the given feature. As the invarance of the
image detail against affine transformations is incorporated in
the SAFT descriptor, this information can be utilised when
calculating the optimal piecewise affine dense matching be-
tween two images resulting minimal SSD pixel error.

The SIFT descriptor has no similar abilities.

5.4. Test Results

This paper describes only the first test results of the SIFT-
SAFT comparison. A directory processing algorithm was
used to compare successive image pairs of a photograph
sequence and find the epipolar geometry which describes
the relation between them. Feature localisation was done
by Lowe’s DoG method. Feature orientation calculation was
also done by the algorithm of Lowe to enable the pure com-
parison of descriptor performance. Feature extraction was
done either by SIFT or by SAFT with the parameters de-
scribed in Section 4. Feature matching was done by elemen-
twise comparison. Only matches with relatively far second
closest match were considered, according to Lowe’s recom-
mendation. Distance threshold was set to 1.5.
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Figure 2: Second image sequence used in the tests of Ta-
ble 2.

The quantities listed in Table 2 show that the two fea-
tures behave comparable in 5 cases out of 9, slightly worse
in cases ld-la and 2a-2b, while SIFT finds more matches
in the remaining 2 cases: 1b-1c and 2e-2f. When only the
largest 250 keypoints are matched, SAFT gets more closer in
performance. SAFT performance depends on the size of the
keypoints, because the 1% round of SAFT feature uses finer
resampling than SIFT, resulting that for small keypoints, the
1* round does not contain useful information. Image se-
quences were not selected based on SAFT performance, but
were choosen independetly.

5.5. Adjustable parameters

The following parameters affect the performance of SAFT
as photograph matcher:

e The ratio of G, vs. the size of the localized feature. The
code of Vedaldi uses SIFT descriptor area radius which
is 6 times bigger than the localized size. Our application
uses the same window, which results that 6, is the double
of the localized size.

e Two parameters appearing in Table 1: rw and Gy, for
each round.

e Decreasing the ratio of r, to G;,; decreases computational
complexity, but increases windowing effects.

e The scaling of the elements of G. (Changing the ratio of
the coordinate unit and 6;,, can be interpreted as one kind
of scaling.)

e The normalisation of the 54-dimensional feature vector.
See Section 4.

e The minimum required ratio of the closest distance to the
second closest distance.

Up to this date, only the effect of r, and G4 was inves-
tigated in details, while other parameters were not varied.
Detailed tests are to be carried out in the near future.

6. Color Channels

Until this point, we supposed that the image consists of one
(grayscale) channel. As for the LK detector, the simple ad-
dition of the resultant M matrix of every channel results the
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correct propagation of sum of squared pixel errors, measured
channelwise.

Mg = Mg +Mg +Mgp

The resultant SAFT matrix Mg encodes more information
than Mgqay of the grayscale version of the multichannel im-
age. Generally, the above formulation fits to geometric infor-
mation extraction from SAFT. When SAFT is used as feature
detector, one might want to compare the feature vector (or
matrix) of each color channel separately. The tests described
in this article used Mgqy, because otherwise it could not be
compared to the performance of SIFT. The performance of
SAFT based on Mggp and channelwise feature comparison
needs to be tested.

7. Implementation

The authors plan to publish the developed MATLAB® (and
C++) compatible algorithms in the near future.

8. Conclusions

This paper has described the basic extension of the SAFT
descriptor which enables using it to match photographs. It
reports our first comparison to SIFT. Not all parameters were
optimized, the parameters used in the presented tests are the
first parameter set which performed close to SIFT while be-
ing computationally simpler.

A detailed article of this subject is expected to be con-
tributed in the near future, which will contain more test re-
sults about the tuning of SAFT parameters together with de-
tailed comparisons to other feature descriptors.
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Appendix

8.1. Frequently used variables

size  description

€ 2x2 lower-right part of M

g(x,y) 2x 1 gradient of the image at x,y

G 6 x3  SAFT feature descriptor

Gc, Gy 3x3 domain-moment of horizontal
and vertical gradients

Gg 3x3 domain-moment of gradient
strength

M. M 6x6  SAFT descriptor matrix

PH 3x 1 Homog. planar position in cur-
rent frame [x y 1]7

Q 2 x3 Matrix of affine flows

q.q 6x 1 affine flow parameters, elements
of Q

S.§ 6 x6 Matrices transforming q,M and
q.M

Ty 3x3 Homog. affine coordinate trans-
formation matrix

w(x,y) 1 x1 windowing function of the image
at X,y

Z3(o) 3x3 Matrix transforming G

Eq.
(13)

(12)
(11

(11)

®)
(1

(1)
(H

(5),(6)

C))

(15)
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Motion Detection Using Low Resolution Video Sequences
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Abstract

The paper discusses technologies of motion detection focusing on image processing methods for real-time
motion detection using camera images. Popular image processing methods like SAD or estimation of the optical
flow have significant disadvantages in low resolution video sequence applications. The extension of the SAD
method, called WSSAD is introduced in this paper. This algorithm reduces the number of false detections. The
WSSAD and the SAD method is tested and compared using an experimental motion sensor module.

Categories and Subject Descriptors (according to ACM CCS): 1.2.10 [Vision and Scene Understanding]: Motion

1. Introduction

Motion sensors are prominently important parts of
security, home care and Ambient Assisted Living systems.
These sensors monitor our state and environment 24 hours
a day. In these domains, besides motion sensors operating
by infrared principle, camera systems become popular.

The active infrared sensor emits infrared light and
measures the reflected intensity. The passive measures the
light intensity of the environment in the infrared domain.
The sensitivity characteristics of these sensors are not
linear in the measurement range. The manufacturers are
trying to reduce this non-linearity using optical solutions.
This technology also have problems with infrared emission
of external light sources and air movement. Most of the
infrared sensors have high false detection rate due to its
sensitivity to these environmental effects. In these cases the
sensor detects motion but only the lighting has changed or
hot wind has blown.

Sensing visible light using a camera is the other
operating principle of motion detection. Camera systems
monitors the scene permanently and produces images from
time to time. This video sequence is the input of motion
detection algorithms, which typically use image processing
to identify motion in the observed area. The goal of motion
detection is not to detect or track all objects on the scene
but produce a sequence of binary values (motion / no
motion) from at least two sequential images.
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Unfortunately, these systems also have disadvantages
like sensitivity to lighting condition changes. In addition,
application of high resolution cameras is not a cost
effective solution, because they require fast and expensive
processing hardware, such as DSP-s or FPGA-s. Motion
detection using low resolution camera images and
processing with a microcontroller can be suitable to reduce
costs, but raises some other issues. Image processing
methods like the estimation of the optical flow fails in this
context due to the low resolution of the images. It needs
high processing speed, which a controller can not ensure.
In contrast, methods like SAD (Sum of Absolute
Differences) can be executed on a simple microcontroller,
but they are sensitive to lighting changes.

This paper focuses on image processing methods of real-
time motion detection using video sequences or camera
images.[I] We introduce problems, solutions and
implementation proposals for motion detection using low
resolution images.

2. Motion detection using video sequences

Effective sensors uses simple methods to measure
particular quantities of the environment as fast and reliable
as possible. We discuss the methods, which use sequential
images as an input and produce logical output of two
possible values: MOTION, NO_MOTION.

Motion detection methods can extract wide range of
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image features. Sappa et al. introduced a method which
uses the extraction of edges to detect motion.[2] A type of
methods models background and compares it to the actual

image.[3] Ulges at al. introduced a background modeling

technique based probability calculation of the dominant
motion.[4]

If two sequential images (I, , Ir) are given, the most
plausible solution is to subtract the intensity of each pixel
of the images. The result is an image called difference
image and contains the intensity differences between the
sequential video frames. The Sum of Absolute Differences
(SAD) method is based on this principle.[1] This sums the
absolute value of the pixels of the difference image, and if
this value is grater than a threshold value the result is
MOTION. The SAD can be calculated using the following
formula.

H W
SAD:ZZ\’A“_IP.,‘ M

v=1x=1

where the actual and previous images are I and Ip, H is
the height, W is the width of these images. The result R can
be calculated using threshold value T.

—| MOTION if SAD>T 2)
NO MOTION otherwise (

This method needs at least one image to store to
calculate the difference image. This image is typically the
previous image in the image sequence. After a calculation
step, the stored image is overwritten with the actual image.
The main advantage of this method is the low memory
need and the fast speed. On some conditions, this method
can be executed in image reading time. One of these
conditions is that the time between pixel arrivals must be
grater than the processing time for a pixel. The processing
time consists of one absolute differencing and one addition
operation. In most cases, this method can be executed real-
time. Unfortunately, this method is highly sensitive to
lighting changes, because it makes a hard assumption, that
the high intensity difference is motion. The SAD method
analyzes each pixel value independently, accordingly
global lighting changes are considered as motion. If there is
a sudden and/or significant change in illumination, the
SAD value can be high enough to be commensurable with
an elemental, real motion. This makes impossible to choose
a sufficient threshold value. Because of the high speed and
low memory need, SAD is suitable for motion detection but
only if we can reduce the sensitivity to lighting change.
Several types of the SAD method can be found in the
literature. Hernandez-Garcia at al. presented an extended
method using Hamming distances.[5]

Another image processing principle is the estimation of
the optical flow. Technically, it is the calculation of
movement of the image pixels. The result of these methods
is a vector field which represents the motion (velocity) of
image pixels. This vector field shows how we can get the
actual image from the previous one. These methods make
an assumption, that the intensity of pixels is constant and
only the location of the pixels can change. Formally

I(x(t+At),y(t+At),t+A1)=1(x(1),y(1),1) 3)

where I(x, y, t) is the image function in time t and At is
the elapsed time between the two images. This equation
called optical flow constraint. Due to the indecision, other
constraints must be introduced to estimate optical flow.
Several methods are available in the literature, like Homn
and Schunck or Lucas and Kanade methods [7], but other
differential, correlation-, frequency- and phase based
techniques can also be found.[8] The advantage of these
methods is that only pixels belong to a moving object is
recognized as motion. This reduces the probability of false
detections. The main disadvantage of these methods is the
complexity. Although there is a possibility of parallel
optical flow processing using programmable logic [9],
processing using a simple microcontroller could be a time
consuming task. Zheng at al. combined background
modeling and optical flow processing in one method.[10]

Figure 1: TOF camera

Motion detection methods, which measure spatial
arrangement of the scene are also belong to camera based
techniques. For instance, Wang at al. developed a stereo
vision system [11] as well as Penne at al. presented a TOF
(Time Of Flight) camera based system (Figure 1). [12]
Kimura at al. developed a new VLSI sensor, which uses a
quasi 2D method (projection) to detect motion. [13]

3. Motion detection using low resolution images

Speed of image processing not only depends on the pixel
reading time but the resolution of the images. The higher
the horizontal or vertical resolution is, the more operations
we have to do. Reducing of resolution is not certainly
satisfying solution for speed up the detection under the
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same efficiency requirements. The resolution reduction
causes that the far, small motions become undetectable.

Using low resolution image sequences the detection
speed can be raised but far motions detectability is lower.
This effect is caused by the operating principle of cameras:
the pixel intensity is the mean of light intensity from the
subspace belongs to the pixel.

Figure 2: High and low resolution
images

The resolution reduction means the enhancement of the
subspace of each pixel. The motion in one of these
subspaces can cause only the intensity change of the pixel.
Therefore, the motion detection algorithms above,
particularly the optical flow, become inappropriate
solution. The SAD method for low resolution images keeps
the disadvantage, that the intensity difference between two
sequential image can not only be caused by motion but
global illumination change. For low resolution images, it
can be ideal to check somehow, if the intensity change
caused by motion. This criteria — like the optical flow — can
only be estimated.

4. WSSAD method

The basic idea is to introduce a constraint: illumination
change causes intensity change of pixels in a whole
segment of the image. Accordingly, the pixel intensity
change caused by motion if this change significantly differs
from the brightness change of the surrounding pixels. We
can introduce a method based on this principle, called
Window Scaled SAD (WSSAD). This method extends
SAD with the constraint above, to distinguish motion from
illumination change.
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The image is divided to equal size windows. This size
can be represented by the integer value R. So thus, the
window width (w) and height (h) is:

w=— h=— 4
where W is the width and H is the height of the image in
pixels.

The WSSAD algorithm

1. Calculate average brightness of each window of
the actual and the previous image in the

sequence:
1 Jh iw
AB, /=w_'h Z Z I, 5)
y=(j=11h+1 x=(i=1)w+1
1 Jh iw
AB, =— / ©)
o wh _V=11;)h+l x=1,‘ZHw+l 4.

where i=1..R and j=1..R.

2. Calculate the WS sum for each window. Sum the
pixel intensity change scaled with the brightness
change of the window. The SDPX value — the
scaled difference of the intensity change — can be
calculated with the following formula. Here, dx
and dy means the position of the pixel in the
window and x=(i-1)w+dx, y=(j-1)h+dy.

IA.‘ABP., Z
IP“_—ABT lfABA“?ﬁO
SDPX . = I, AB, %
. 7, et iy =
(e By, 0

/

I, —Ip  otherwise

where i=1..R and j=1..R. A Tpia threshold value
can be given to get SDPXT values for each pixel:

_|spPx  if SDPX  >T

SDPXT _,
- 0 otherwise

pixel (8)

With this, the WS value can be calculated using
the following formula.

jh iw

ws, = 2, >, SDPXT, )

iJ
y=(j=1)h+1 x=(i—1)w+1

3. Calculate the GS global sum value. A Tyindow
threshold value can be given to reduce noise
effects (WST). The GS value is the sum of the
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.
window sums:

R
GS=) ) WST,, (10)
j=1i=1
4. Result. A global threshold value (Tgoa) can be
given:
R=| MOTION if GS>T 4,3, (11
NO MOTION otherwise

The selection of the Tgiobal, Twindow, Tpixel can be empirical,
adaptive or learning algorithms can be used. These
parameters of the WSSAD algorithm can be adapted to
lighting in the observed area and parameters of the camera.

It should be noted, that the WSSAD method in this form
requires storing at least the actual and the previous images
in the sequence, because step 1. and step 2. can not be
contracted.

5. Implementation proposals

In this section, we discuss implementation problems and
proposals for motion detection from low resolution video
sequences using a single microcontroller system.

The presented WSSAD method requires storing at least
two images from the sequence to detect motion. If the
internal memory of the controller allows of storing both
images, we recommend to choose this, because of the
shorter access time. If it is not possible, the images can be
saved in an external storage (RAM for instance). Attached
this to the controller, image data become accessible.

If we would make high resolution images in case of
motion, we can speed up the method by always taking the
high resolution image independently of motion is detected
or not. With this extension, the time between the motion
and sending the high resolution image can be reduced.
Most cameras have snapshot function. Using this function,
we do not have to save the image, because the camera
module stores it until the presence of motion is determined.
If the decision is NO_MOTION the snapshot should be
dropped. Another criteria for keeping the high resolution
snapshot can be the output of the SAD method. This can be
executed in image reading time if there is enough time
between pixel arrivals. This time consists of one pixel
reading, one addition and one absolute differencing
operation time beyond the WSSAD pixel operation time.
This means that the high resolution image is kept and the
WSSAD is processed only if the SAD detects motion. This
extension can efficiently reduce the processing overhead.

If the time between pixel arrivals and the memory size
allow, more optimizations of the WSSAD method we can
give. The main idea is to calculate the AB values (WSSAD
step 1.) in image reading time. This extension needs storing
two RxR matrices. Each cell of the matrices have to store a
sum of pixels in a window (wh). Using these temporary
variables, the WSSAD step 1. can be transformed as
follows:

1. Calculate average brightness of each window for
the actual and the previous image in the
sequence:

Let n=1
While n<3
Let row=0, col=0 and wrow=0, wcol=0
While wrow<R
Wait until a PX pixel arrives
Store PX
AB,[wcol][wrow]=AB,[wcol][wrow]
+PX
If col=h-1 and row=w-1 then divide
ABs[wcol][wrow] with wh
Recalculate indices
End while
n=n+1
End while

Here, n is the image number, row and col is the row and
column of the actual pixel, wrow and wcol are the window
indices. The recalculation of the col, row, wcol, wrow
values is as follows:

Let col=col+1
If col=w then
Let col=0, wcol=wcol+1.
If wcol=R-t then
Let wcol=0, row=row+1.
If row=h then let row=0,wrow=wrow-+1
End if
End if

Accordingly, the additional processing time of the
extended WSSAD method step 1 consists of the time of
four indirect accessing of the matrix, one division, two
condition evaluation and the time of recalculating the
indices.

6. Experimental system and results

Our experimental system is a motion sensor consists of
an OEM camera, a wireless communication module and a
processing module with a microcontroller.

The camera module is connected to the processing
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module via serial interface (UART). We use two
resolutions:

e 80x60 pixels, 8bit grayscale, Extended BMP
format (low resolution image)

e 640x480 pixels, RGB, JPEG format (high
resolution image)

The communication module is a ZigBee wireless module
in our experimental system.

The processing module is a unique microcontroller
module, developed at the Bay Zoltan Foundation for
Applied Research (BAY-IKTI), Hungary. It contains a low
power consumption microcontroller, an SPI RAM module,
and serial lines to the camera and the ZigBee module.

The methods tested using the four most significant test
cases:

1. No motion, no lighting change
2.  Motion, no lighting change
3. No motion, lighting change
4. Motion and lighting change

To test methods using these cases we made several
image sequences. We compared the results of WSSAD and
SAD methods. For each. test cases, on the following
figures, we illustrate the results with the two sequential
source images (upper row), the result of the SAD (lower
row, left) and the WSSAD (lower row, right). On result
images the bright pixel represents motion detected by the
algorithm.

In first test case except for the camera noise both the
SAD and the WSSAD gave good results. False positive
detections could be eliminated with suitable threshold
values (Figure 3).

In second test case both methods gave low false negative
detection rate with suitable threshold values (Figure 4). For
the SAD method it is difficult to choose the threshold value
because the deviation of the SAD values is high.

The third case is the most interesting. In this case, the
SAD method, due to the lighting change, gave ten times
higher values than the WSSAD. This value is
commensurable with the values in case of motion. It makes
impossible to find an ideal threshold value for the SAD.
The false detection rate for this case hits the 21 percent,
which is not acceptable. The WSSAD method extremely
reduced the effect of lighting change using suitable
threshold values (Figure 5).
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The last case is the combination of the second and third
case. The SAD detected motion because not only of real
motion but lighting change. The WSSAD method gave
right decision for each sequence. This refers to motion
because the WSSAD reduces lighting changes (third test
case). The pixels of the result image is only bright near the
real motion (Figure 6).

Figure 3: First test case:No
motion, no lighting change

Figure 4: Second test case:
Motion, no lighting change

Figure 5: Third test case No
motion, lighting change

Figure 6: Fourth test case:
Motion and lighting change
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This system is in test phase at the moment. The
robustness of the final system is expected to be higher, and
we would like to analyze the possibilities of sensor fusion.

7. Conclusions

In security and home care applications, sensors, which
measure environment parameters, plays more and more
important role. These sensors set up sensor networks and
send data through wireless connection. The goal of this
project is to develop a low power consumption motion
sensor with the ability to be a node of a wireless sensor
network. Using a microcontroller platform, real-time image
processing of high resolution is not solvable. The
traditional motion detection methods like SAD are not
suitable for low resolution, so as an extension, we
introduced the WSSAD method. This method calculates the
absolute difference scaled with the average brightness
change of the surrounding pixels. Before the tests, we
analyzed implementation problems, possibilities and made
proposals to enhance robustness, reliability and speed of
the WSSAD method. For testing, we used an experimental
system consists of a camera-, a processing- and a wireless
communication module. Experimental tests gave promising
results for sequences of each test cases. WSSAD method
reduced the effect of sudden lighting change, and only the
real motion was detected.

For further work, we would like to connect an infrared
device and analyze the further possibilities of sensor fusion
in motion detection. Reducing the power consumption is
also a future work. We can use sensor fusion, lower power
consumption camera and controller to reach this goal. In
future we would like to extend WSSAD method using the
examination of the effect of shadows on WSSAD method.
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Abstract

An on-vehicle omni-directional camera-based road-safety assessment system and approach was outlined recently
for narrow, but busy roads. Some experiments pertaining the mentioned system and approach are presented here.

The outline of the system is also given.

Categories and Subject Descriptors (according to ACM CCS): 1.2.10 [Artificial intelligence]: 3D/stereo scene anal-
ysis, 1.2.10 [Artificial intelligence]: Video analysis, 1.3.3 [Computer graphics]: Viewing algorithms, 1.4.8 [Image
processing and computer vision]: Tracking and 1.4.9 [Image processing and computer vision]: Applications

1. Introduction

Vision-based assessment of road safety is a current topic in
the traffic safety literature, see e.g., 5. Working along this line
of research, an on-vehicle omni-directional camera-based
road-safety assessment system '* was outlined for a certain
category of roads. Some of the roads that belong to this road
category within Hungary are critical in the context of the
country’s traffic safety.

Some initial results from the experiments pertaining to the
aforementioned system and approach are presented herein.
Also, the outline of the proposed system is presented in the
paper.

1.1. Roads and accidents

Big volumes of road accident statistical data are available in
respect of the EU and OECD countries '. Comprehensive
studies analyze the causes, circumstances and the fatalities
of these accidents, as well as, the perceptible trends behind
these. Other studies estimate the direct and indirect eco-
nomic costs ° arising from these accidents.

In Hungary, fatal traffic accidents number about one-
thousand per year with about seven-thousand traffic acci-
dents per year resulting in serious injuries.

With only a relatively small portion of the budget being
spent on constructing new motorways, and on the mainte-
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nance and reconstruction of the existing road infrastructure
— which is as in a fairly poor shape already — it is of great
importance to use the available funds in a meaningful way.

1.2. R&D stanchions

We build upon several stanchions of the R&D work in de-
veloping a viable system and approach. These are the expe-
rience gained in some of our earlier R&D projects and the
information published by other teams.

Our own experience covers computer vision based traf-
fic lane detection and tracking '3, and modelling the light-
reflection at free-form specular surfaces, as well as, the ge-
ometrical reconstruction of specular surfaces ¥ — e.g., the
shape of the tear-film coated human cornea — from a single
view or multiple views.

It is probably worthwhile to explain how and in what
sense the these experiences are relevant to the development
of vision-based road safety assessment system. First of all,
the concrete application field and the sensing modality are
common with those associated with the traffic lane tracking
system mentioned above.

The algorithms '° and tools ¥ developed in conjunction
with the mathematical modelling of specular surfaces are

expected to be particularly useful in the development of

the proposed system. This is because non-spherical — in
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cases custom-designed — mirrors are often used in catop-
tric and catadioptic omni-directional systems. So, for in-
stance, a custom-shaped mirror can be derived — i.e., ge-
ometrically specified — from a rough specification of the
omni-directional system'’s expected optical behaviour with
the help of these algorithms and tools. Some further details
are given in Section 4.

We had to rely on external sources of information in re-
spect of the surrogate safety measures >, the Surrogate Safety
Assessment Model (SSAM) ', as well as, in respect of the
omni-directional vision systems * V.

Building on these stanchions, a vision-based approach
of assessing traffic safety on narrow, but busy roads was
proposed in '*. The imaging device suggested there was a
catadioptric omni-directional camera mounted on a probe-
vehicle (i.e., a vehicle that moves with the road traffic).

2. Traffic surveillance approaches

In the present paper, the traffic safety related aspects of traf-
fic surveillance are emphasized, though, clearly, such sys-
tems are used for other traffic related purposes, as well.
These purposes include e.g., traffic management, and travel
time collection. The collected data could then be sent either
in an offline, or an online manner to data collecting cen-
tres. The mode of data management obviously affects the
way the collected data can be utilized. In case of the road
safety assessment, both real-time and offline implementa-
tions could be meaningful. The real-time implementation,
however, could support a richer set of road safety-related
functionalities.

There are two main types of traffic surveillance systems,
namely road-based and vehicle-based systems. The road-
based traffic surveillance systems, such as inductive loops,
have been the most important means of road surveillance and
incident detection for many years. It was mainly due to their
reliability and inexpensive operation.

With the fast and significant changes experienced in sen-
sor technology 7, the camera-based and other recent road-
side vehicle detection technologies are now also used ex-
tensively in traffic measurements, e.g., for measuring high-
volume road traffic * '”. Simultaneously with the technolog-
ical advances concerning vehicular sensors, the increased
speed and reliability of the detection algorithms has also
significantly eased the implementation efforts involved in the
development of vehicle-based surveillance systems.

Vehicle-based traffic surveillance systems involve probe-
vehicles — equipped with some tracking devices — that allow
the vehicles to be tracked by a central computer facility. Al-
though, vehicle-based traffic surveillance systems are not yet
in wide use, these systems could gather rich data on travel
times and detect traffic incidents. They can also be used to
estimate traffic flows and origin-destination patterns.

Recently, a visual vehicle-based traffic surveillance sys-
tem, interestingly, but not surprisingly using an omni-
directional vision approach, was proposed for the above out-
lined applications *. From our point of view, the paper’s most
relevant contribution was the definition, generation and the
use of dynamic panoramic surround maps, as these maps
could be used to calculate the surrogate safety measures
given in 2.

2.1. The case of busy and narrow roads in Hungary

Though some sections of motorways and multi-lane roads
have been built in the last few years in Hungary, a signifi-
cant percentage of the road traffic is served by two-lane —
i.e., one-plus-one-lane — roads. Unfortunately, still lengthy
sections of the national main road network belong to the
one-plus-one-lane road category. Some of these sections —
e.g., sections along the national main road no. 4 — are bur-
dened with intense and relatively slow truck and lorry traf-
fic. These sections tend to be over-saturated for longer and
longer peak-hours. The situation is saddened by the impa-
tience and carelessness of drivers. See the illustrative snap-
shot shown in Fig. 1.

Indeed, the drivers’ irresponsibility has reached an aston-
ishing and frightening level. Manoeuvres — such as risky and
life-threatening overtakings — have become the "norm" on
the these one-plus-one-lane roads. In many cases, it is not
the speed-limit though that is violated, but the prohibition,
or the safety rules of overtaking. The all the factors render
these sections extremely unsafe. We will refer these roads as
target roads.

There is a growing governmental intention to monitor,
regulate and control the traffic on these roads, e.g. by deploy-
ing speed cameras and other traffic surveillance equipment,

Figure 1: Lengthy sections of the Hungarian main road net-
work belong to the one-plus-one lane road category. Some of
these sections are extremely unsafe. It seems that the drivers’
irresponsibility has reached an astonishing and frightening
level.
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and by using traffic-dependent traffic light control regimes
that optimise the throughput of junctions. However, there is
still much to be done in respect of accident prevention on the
target roads.

In view of this poor traffic safety situation, it is question-
able whether viable measurements and effective preventive
measures, in respect of the target roads, with any hope of
success can be achieved by solely stationary means. It seems
to us that at least some measurement devices should move to-
gether with the traffic. In other words, apart from the station-
ary (i.e., road-based) surveillance approaches and devices
already widely used, the use of some sort of vehicle-based
surveillance approach and system seem to be necessary. In
14, we suggested using a mobile visual vehicle-based traffic
surveillance system — somewhat similar to the one described
in 4 — for the target roads.

The data collected in this manner could be processed,
analyzed and data-mined with the aim of identifying non-
trivial unsafe geographic locations — e.g., road sections
other than junctions — and other conditions — e.g., weather,
working day/weekend — where and under which unusual ve-
hicular and driver behaviour frequently occur. This can be
done in a similar manner to the validation of the crash-
prediction capability of micro-simulations of intersections
reported in 2. This way, potential nontrivial accident hot-
spots could be identified and appropriate preventive actions
could be taken.

3. SSAM for dynamic traffic scene evaluation

Traditionally, transportation agencies had used statistical
analysis of crash records to evaluate the safety of intersec-
tions, interchanges, and other traffic facilities. If a specific
location had "produced" high number of crashes over years,
this location was investigated and possible remediation was
considered. Unfortunately, this process assumes an excessive
number of crashes to have happened at locations.

Although this method will stay with us to calculate the
grim ground truth about crashes, as a less gloomy alterna-
tive, crash-number prediction formulas based on traffic-flow
values were proposed as early as 1960. At about the same
time, with similar motivation, that is to assess and manage
the safety of traffic facilities more effectively and in a pre-
ventive fashion, the use of surrogate safety measures was
proposed. The surrogate traffic safety assessment evaluates
traffic conflicts — scenarios where two or more road users
are likely collide without evasive action taken — instead of
crashes in the given location.

The basic assumption of the surrogate traffic safety as-
sessment is that conflict frequency is correlated with the risk
of actual collision. (The conflicts considered in the safety
assessment can be real or simulated.)

A major model based on this approach — Surrogate Safety
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Assessment Model (SSAM) ' — was developed and validated
in the USA.

SSAM augments the analysis of the expensive and unreli-
able field measurements and actual crash data and uses runs
of appropriately tuned micro-simulations of the road traffic
at junctions or road segments to assess traffic safety in these
locations.

Though, some traffic volume-based accident-prediction
models, e.g., ', show better correlation with factual
crash data than the SSAM-based predictions, the micro-
simulation-based models provide a good insight into the un-
derlying traffic patterns and accident types. The importance
of micro-simulation-based models is evident in case of un-
common road geometries and arrangements, and in case de-
signs, i.e., junctions not yet built.

Furthermore, there is a wide range of differences between
countries in the usual/local behaviours on roads. Micro-
simulation-based modelling seems to be more tuneable to-
ward these local behaviour patterns.

As declared in '!, the SSAM is expected to be used on real
data acquired from visual traffic surveillance systems. Since
the camera coverage of the busiest intersections in Hungary
increase, the surrogate safety measures could be collected
via automated video processing methods at least for research
and experimental purposes in the future.

Note that in case of vehicle-based traffic safety surveil-
lance opted for in this paper, the surrogate safety measures
need to be adapted to non-stationary measurements, i.e.,
when also the ego-motion of the vehicle hosting the surveil-
lance camera must be considered.

4. Experiments with catadioptic omni-directional
imaging arrangements

One of the stanchions of development mentioned in Subsec-
tion 1.2 was the experience gained in the mathematical mod-
elling light-reflection at free-form specular surfaces. This is
because non-spherical — possibly custom-designed — mirrors
are often used in catoptric and catadioptic optical systems
in general, and omni-directional systems in particular.

4.1. Specular surface reconstruction method used in
free-form mirror design

The specular surface reconstruction from a view can be
achieved by the integration of partial differential equation
(PDE) derived from the mapping between the measurement-
pattern and its virtual image taken by the camera ? '°. In the
present application context, similar mappings can be created
considering the expected optical behaviour of the imaging
system, then the corresponding PDE’s can be numerically
integrated for practically acceptable settings. A smooth spec-
ular convex surface F can be described in preferably chosen

.
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spatial coordinate system, for instance, in that of fixed to the
camera. The origin B of the coordinate system can be con-
veniently placed in the optical center of the camera, while its
z-axis could coincide with the optical axis BB’ of the cam-
era. The specular surface F is then described in the following
form:

F(x,x) =S,m)d (2= (@,x,)") O

In the above equation, S(x) (x = (x1,x2)) is a scalar-
valued function describing the inverse distance-ratio, mea-
sured from B, of the 3D point Py — corresponding to £ — and
the surface-point appearing in the same direction as Py from
B.

The propagation of light from the points of the measure-
ment pattern to those of the distorted image, i.e., PyPPy, is
described in this coordinate system. By doing so, a mapping
is identified between the points Py of the measurement pat-
tern and the points Py of the image: Py — Py. The mapping
Py — Py — under the given circumstances — is a one-to-one
mapping. By the physical law of light-reflection, S(x) — de-
scribing surface F according to (1) — must satisfy the follow-
ing first-order PDE:

where

v(x) = |%| k+ f(x) — S(X)_);(-

lk+ f(x) = S(x)2] *

and function f(x) can be expressed with the inverse of
Py — Py mapping, i.e., with mapping Py — Py. In (2), k is a
vector pointing to a reference point in the plane of the mea-
surement pattern; while (.,.) denotes the scalar product of
the 3D space.

The surface F can be determined uniquely under the start-
ing condition of S(0,0) = sq, if the P, — P, mapping is
known. By applying the algorithm given in '¢ to the above
PDE for different starting conditions, candidate free-form
surfaces can be derived and considered for the physical real-
ization.

The developer of the imaging system needs to take into
consideration the costs of manufacturing the mirror and its
installation on the host vehicle, as well as the acceptable
size of the optical system. By doing so, some viable shape-
specifications can be obtained. If only surfaces-of-revolution
mirrors — attractive from an economic point of view — are
considered, then (2) can be further simplified.

Figure 2: Test image no. 1 — it is used for identifving a hori-
zontal plane about 1.5 m above the horizontal road surface.

Figure 3: Test image no. 2 — it is used for identifying the
horizontal road surface.

Figure 4: An omni-directional snapshot in a lab taken with
a catadioptic imaging system comprising a web-camera and
hemispherical mirror.

4.2. An omni-directional arrangement for road safety
assessment

The advantage of using omni-directional camera in the given
context can be verified by considering that eight or more
synchronized conventional cameras would be necessary to
cover the 360° field-of-view — required in this dynamic traf-
fic safety assessment task — in a monocular fashion. To cover
this field-of-view in a stereoscopic fashion — i.e., doubly
to enable the computation of point correspondences — even
higher number of cameras would be necessary. Using a fish-
eye stereo vision system as suggested in ', still at least
four synchronized cameras would be necessary. Note that
the cameras would need separate mountings, connections,
and possibly separate calibration procedure.

Various omni-directional vision systems are known from
the literature. The dioptric systems and catoptric systems
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Figure 5: The simulated image of two planes with circular
blobs.

Figure 6: The simulated image of two planes with circular
blobs with the approximate area of the host vehicle marked.

are based on special lenses and on non-planar mirrors, re-
spectively; while the catadiopric systems use both of these
optical elements. Some of these systems — including omni-
directional traffic surveillance systems — are reviewed in
4712 By using omni-directional optical systems, one can
expect non-customary, strongly distorted images. Such im-
ages are shown in Figs. 4 and 5.

In our experiments, two simple spotty test patterns were
used to represent the road surface and another horizontal
plane about 1.5 m above the road surface. These test patterns
are shown in Figs. 2 and 3.

Figure 7: The office scene of Fig. 4 is flattened into the plane
of the ceiling.
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Figure 8: Sketch of a specular surface of revolution — with
central apex — for a parameter setting.

Figure 9: Sketch of a specular surface of revolution — with
central apex — for another parameter setting.

Figure 10: Sketch of a specular surface of revolution — with
central apex — for yet another parameter setting.

In a possible arrangement of a catadioptric vision system
for the given purpose, an upward looking conventional cam-
era and a non-planar mirror — e.g., hemispherical mirror —
are rigidly mounted on a rod installed on the top of the host
car. The mapping — generated via reflection of light at the
surface — can be perceived via comparing in Figs. 2, 3 and 5.

Figure 11: A surface-of-revolution mirror with a central
apex.

In Fig. 6. the approximate area, a fairly big portion of the
image, that reflects the host vehicle — and therefore irrelevant
for the detection of the road environment and traffic — has
been marked.

By choosing some appropriate non-spherical specular
surface — such as shown in Fig. 11 — for the catadioptric
vision system, a better use of the image sensor area can be
achieved. Figs. 8, 9 and 10 show the approximate shapes
of the mirrors for various camera parameters and settings
that corresponding to various starting conditions and result
in mirrors of various sizes.
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Figure 12: The qualitative effect of using a mirror with cen-
tral apex — such as shown in Fig. 11 — in the catadioptic
imaging systen.

In Fig. 13, an improved catadioptic arrangement — based
on a specular surface-of-revolution with central apex — is
shown.

The qualitative camera view is shown for such an arrange-
ment in Fig. 12.

Figure 13: Sketch of a catadioptric system — comprising an
upward-looking camera and a rotational symmetrical non-
planar mirror with an apex — mounted on a host vehicle. The
camera and the mirror are rigidly mounted on a rod.

4.3. Processing carried out in the system

Though, the main processing steps of the vehicle-based traf-
fic safety assessment task are not markedly different from
the general scheme of the lane detection algorithms — given
in '3 — based on cameras and on additional sensors, some ad-
ditional processing steps must be included in the mentioned
scheme.

From the image data — taken by the omni-directional
imaging arrangement — the road and vehicle features are
extracted. Based on these features and considering the road
surface model — e.g., planar road — and the sensor model —
i.e., the model describing the rigid arrangement of a known
specular surface and a calibrated camera — the outliers are

removed from the road features. Then a lane model is fitted
on the blobs representing the inlier road features.

Then taking ego-vehicle dynamics into account, tracking
is carried out with respect to the road and — after proper fil-
tering — to other vehicles. Finally, the surrogate safety mea-
sures are calculated based on these tracking results.

5. Conclusion

In this paper, we presented some initial experimental results
that could facilitate the development of the on-vehicle omni-
directional camera-based road-safety assessment system —
proposed in '* — for narrow, but busy roads.

In this particular application, both online and offline data
collection make sense. In order to assess the safety of the
road traffic, traffic events — called incidents — must be ex-
tracted from the image sequences and categorized according
to the SSAM methodology.

The use of a single omni-directional optical system with
an on-board computer equipped with appropriate video, nav-
igational and vehicle dynamics data recording capabilities
is foreseen to be appropriate for the purpose.
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